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Executive Summary

In recent years, there has been significant public 
discourse and political will to regulate children’s 
access and interactions online. This has led to a 
wide range of new laws governing the use and 
access of technology, particularly with social 
media products for youth. This report highlights 
the context surrounding emerging social media 
regulation in Europe, assesses existing regulation, 
identifies the deficiencies and challenges with 
current approaches, and proposes a streamlined 
regulatory framework to improve online safety 
for youth. This framework was built based on a 
consideration of the multifaceted nature of online 
engagement, its ubiquity, and intersection with 
almost every area of life. It is based on the existing 
evidence about young people’s experiences 
online, government concerns about the design 
and operation of social media products used by 
minors, and the constraints within which platforms 
creating these products must operate.

Research is clear that social media use can 
provide a broad set of benefits for young people 
and also pose a number of risks. Social media 
platforms facilitate social interaction and help 
youth meet their relational needs, provide spaces 
for knowledge acquisition and skill-building, 
allow for identity exploration and development 
(particularly for marginalized youth), and offer 
avenues for civic engagement and activism in 
ways that resonate with this population. However, 
these benefits coexist with a broad array of certain 
risks and harms. This includes inappropriate 
content (violence, sexual content, hate speech), 
cyberbullying and harassment, and child sexual 
exploitation and abuse. Moreover, emerging risks 
involving harassment in metaverse environments 
and the growing problem of AI-generated harmful 
content demand our attention and focused 
response. Many factors impact which youth 
are most at risk, but more integrated protective 
measures at both governmental and platform 
levels are needed to mitigate potential emotional, 
psychological, and behavioural impacts to all 
youth, particularly those who are most vulnerable.

Legislation in Europe focused on youth and 
social media continues to evolve, with the United 
Nations Convention on the Rights of the Child 
and the General Comment No. 25 on children’s 
rights in relation to the digital environment serving 
as guidance for laws that impact children. Other 
initiatives that aim to provide guiding principles 
include the Better Internet for Kids (BIK+) strategy, 
the ePrivacy Directive, and the Age Appropriate 
Design Code from the UK’s Information 
Commissioner’s Office. Major regulation that has 

emerged in Europe include the Digital Services Act 
(DSA) which aims to prevent illegal and harmful 
activities online and the spread of disinformation 
across the European Union (EU). The Online 
Safety Act (OSA) in the United Kingdom (UK) puts 
a range of new duties on social media companies 
and search services to implement systems and 
processes to reduce risks their services are used 
for illegal activity, and to take down illegal content 
when it does appear. Finally, other legislation such 
as the General Data Protection Regulation (GDPR) 
and the Artificial Intelligence (AI) Act also seek to 
inform best practices surrounding major safety, 
security, and privacy issues that are critically 
important to this population. When assessing 
regulation across Europe comprehensively, this 
implementation presents significant challenges 
for platforms, which may hamper the effective 
safeguarding of youth because of fragmentation 
and overlapping requirements.

Given this backdrop, a new framework called 
‘SAFEST’ (Safety, Autonomy and Choice, Free 
Expression, Evidence-based Practices, Security 
and Privacy, and Transparency) has been 
developed as part of this effort to guide both 
regulator and platform action on youth online 
safety. It formulates priority actions for regulators 
to mandate across all platforms in order to promote 
well-being among this vulnerable population. 
Regulators must mandate industry-wide standards 
across key areas that are aligned with the SAFEST 
framework.

Importantly, regulators should establish a 
standardized, industry-wide approach for age 
verification at the device level in order to streamline 
app installation and usage by youth, rather than 
leaving verification fragmented across individual 
sites and services. This leads to multiple points of 
failure given that multiple social media companies 
have to store and manage this protected personal 
data across their servers. If a vulnerability is 
exploited, only a single user’s data would then 
be compromised, instead of multiple centralized 
databases that contain the personal information of 
thousands or millions of users.

Regulators must also provide a clear definition 
of “age-appropriate content” as it relates to 
different categories of ages, and can gain 
insights from the historical approaches of the 
video game (e.g. Entertainment Software Rating 
Board (ESRB)) industry and film industry (e.g. 
British Board of Film Classification’s (BBFC) and 
the Classification and Ratings Administration 
(CARA), an independent division of the Motion 

https://www.ohchr.org/en/instruments-mechanisms/instruments/convention-rights-child
https://www.ohchr.org/en/instruments-mechanisms/instruments/convention-rights-child
https://www.ohchr.org/en/documents/general-comments-and-recommendations/general-comment-no-25-2021-childrens-rights-relation
https://www.ohchr.org/en/documents/general-comments-and-recommendations/general-comment-no-25-2021-childrens-rights-relation
https://better-internet-for-kids.europa.eu/en
https://www.iubenda.com/en/help/22493-eprivacy-vs-gdpr
https://ico.org.uk/media/for-organisations/guide-to-data-protection/key-data-protection-themes/age-appropriate-design-a-code-of-practice-for-online-services-2-1.pdf
https://ico.org.uk/media/for-organisations/guide-to-data-protection/key-data-protection-themes/age-appropriate-design-a-code-of-practice-for-online-services-2-1.pdf
https://digital-strategy.ec.europa.eu/en/policies/digital-services-act-package
https://digital-strategy.ec.europa.eu/en/policies/digital-services-act-package
https://www.legislation.gov.uk/ukpga/2023/50/contents
https://www.legislation.gov.uk/ukpga/2023/50/contents
https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://artificialintelligenceact.eu/
https://www.esrb.org/ratings-guide/
https://www.esrb.org/ratings-guide/
https://www.bbfc.co.uk/about-classification/classification-guidelines
https://www.filmratings.com/Filmmakers
https://www.filmratings.com/Filmmakers
https://www.motionpictures.org/film-ratings/
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Picture Association (MPA)) of America. These 
organizations have established detailed 
frameworks for evaluating content elements such 
as violence, sexual themes, language, drug use, 
and other sensitive material across different age 
categories. In addition, for areas that are crucial 
to youth safety, including content moderation 
and platform design, regulators should mandate 
that companies follow industry standards to drive 
consistency and effectiveness, such as those on 
age appropriate design offered by the Institute 
of Electric and Electronic Engineers (IEEE) and 
the CEN-CENELEC (CEN - European Committee 
for Standardization / Comité Européen de 
Normalisation; CENELEC - European Committee 
for Electrotechnical Standardization / Comité 
Européen de Normalisation Électrotechnique 
Workshop).

It is also essential that regulators provide incentives 
for positive change rather than solely utilize a 
punitive, fines-based approach to compliance. This 
can be modelled after the National Highway Traffic 
Safety Administration’s New Car Assessment 
Program (NCAP) and Euro NCAP in the automobile 
industry, where technological innovations in safety 
now provide a competitive advantage and can 
be a brand differentiator. Relatedly, the safety 
standards in place in the European toy market can 
inform an analogous model for digital products 
and services as it relates to formal comprehensive 
testing, inspection, and certification. Regulators 
must also advocate for, and help support, new 
legislation that can address novel instantiations 
of criminal behaviour fostered and facilitated by 
new technological advances. They must also 
demand improvements in operational protocols 
by law enforcement and related investigative 
authorities so that online misuse or abuse prompts 
a systematic and coordinated response, even 
across jurisdictions, instead of one that is ad hoc, 
fragmented, and suboptimal. 

Finally, regulators must provide social media 
platforms with clear guidance regarding identified 
gaps and present concrete remediation plans that 
incorporate specific practices, considering those 
previously reviewed and any new components that 
emerge over time. Leaving platforms to interpret 
vague regulations independently risks incomplete, 
inconsistent, or ineffective implementation of 
safety measures. Such ambiguity could lead 
platforms to either adopt a minimalist approach 
to compliance or implement overly broad content 
moderation policies that potentially infringe on 
fundamental rights, including children’s rights 
as protected under the UNCRC. Models to 
emulate can be found with the Federal Aviation 
Administration’s power to mandate safety fixes 

from aircraft manufacturers before planes can 
return to service, and Ofcom enforcing strict 
broadcasting standards and telecommunications 
regulations in the UK. 

Implementing collaborative measures between 
regulators and platforms is essential to safeguard 
youth well-being across the current and future 
digital landscape. Through the SAFEST framework 
and the specific practices detailed below, 
regulators can encourage and facilitate a more 
secure social media environment that supports 
healthy youth development while minimizing the 
potential for various risks and harms. This approach 
is critically important as we move forward so that 
young people can benefit from all of the positives 
that social media has to offer, while at the same 
time being protected from potential drawbacks 
they may face.

https://www.motionpictures.org/film-ratings/
https://standards.ieee.org/news/ieee-2089/
https://standards.ieee.org/news/ieee-2089/
https://www.cencenelec.eu/media/CEN-CENELEC/CWAs/ICT/cwa18016_2023.pdf
https://www.nhtsa.gov/ratings
https://www.nhtsa.gov/ratings
https://www.nhtsa.gov/ratings
https://www.euroncap.com/en/about-euro-ncap/
https://single-market-economy.ec.europa.eu/sectors/toys/toy-safety_en
https://www.faa.gov/about/initiatives/sms
https://www.faa.gov/about/initiatives/sms
https://www.ofcom.org.uk/about-ofcom/what-we-do/about-enforcement/
https://www.ofcom.org.uk/about-ofcom/what-we-do/about-enforcement/
https://www.ofcom.org.uk/about-ofcom/what-we-do/about-enforcement/


7

E
M

P
O

W
E

R
IN

G
 A

N
D

 P
R

O
T

E
C

T
IN

G
 E

U
R

O
P

E
A

N
 Y

O
U

T
H

 O
N

LI
N

E
   

|  
 F

E
B

R
U

A
R

Y
 2

02
5 

  |
   

M
E

T
H

O
D

O
LO

G
Y

Methodology

This research employed a comprehensive desk research methodology to analyse the current landscape of 
youth online safety across multiple domains. The investigation began with an extensive review of legislative 
frameworks, examining EU digital policy initiatives such as the DSA, OSA, AI Act, Digital Services Act, and 
Better Internet for Kids+ Strategy, alongside US developments including the Kids Online Safety and Privacy 
Act and related regulatory efforts. The academic literature review encompassed peer-reviewed research 
on youth development, mental health, and the documented impacts of social media on adolescent well-
being. Particular attention was given to studies examining online risk exposure and cyber victimization 
patterns. The research also evaluated social media industry best practices related to content moderation 
strategies, platform-specific safety measures, the implementation of age-appropriate design principles, 
AI-driven decision making, and more.

Primary data sources included peer-reviewed academic papers, law review articles, academic conference 
proceedings, regulatory documents, platform transparency reports, industry white papers, and policy 
briefs from advocacy organizations. These were supplemented by secondary sources, including news 
articles, industry blogs, and commentary on youth online safety developments by subject matter experts. 
This methodological approach assisted our understanding of the complex interplay between legislation, 
platform practices, and youth online experiences, while identifying gaps in current approaches and 
measures, as well as opportunities for improvement.

In order to inform and supplement our research and analyses of youth development, online safety issues, 
EU legislation, and platform initiatives, we recognized the critical importance of hearing directly from 
young people about their lived experiences, perspectives, and concerns in social media environments. To 
gather these insights, we partnered with ThinkYoung, a leading EU not-for-profit organization dedicated 
to amplifying youth voices in policy decisions through high-quality research focused on Generations Y, Z, 
and Alpha. 

To gather these insights, we partnered with ThinkYoung, a Brussels headquartered think-tank, research 
institute and non-for-profit organization focusing on young people. ThinkYoung conducts studies, surveys, 
focus groups and data analysis on Gen Y, Gen Z and Gen Alpha. Founded in 2009, ThinkYoung has expanded 
to Geneva, Nairobi, and Hong Kong, studying youth behaviors and opinions in Europe, Africa and Asia 
- and providing decision makers with high-quality research on key issues affecting young people. Three 
focus groups were designed to ensure the meaningful engagement of teenagers and young people to the 
on-going analyses and recommendations relating to social media use and digital technology. ThinkYoung 
organised and facilitated the sessions to ensure the lived experiences of teenagers are amplified as key 
stakeholders to the discussion. A full Focus Group report and discourse analyses, authored by Charles 
Howard, Head of Research at ThinkYoung, Tarquinia Palmieri, Research Officer and Giulia Cerutti, Project 
Officer, is available at the dedicated ThinkYoung page.

https://www.thinkyoung.eu/ourfeedourfuture/insights


8

E
M

P
O

W
E

R
IN

G
 A

N
D

 P
R

O
T

E
C

T
IN

G
 E

U
R

O
P

E
A

N
 Y

O
U

T
H

 O
N

LI
N

E
   

|  
 F

E
B

R
U

A
R

Y
 2

02
5 

  |
   

IN
T

R
O

D
U

C
T

IO
N

Introduction

To guide the analysis and framework development, 
the report is structured in four sections covering 
the following key research questions. 

 
Section 1: Social Media in the 
Lives of Youth

1.	 How does social media benefit young 
populations? 

2.	 What are some clear potential risks 
and harms associated with youth and 
social media?

3.	 What are the primary factors that 
contribute to excessive or otherwise 
unhealthy use of social media?

 
Section 2: Foundation of 
Regulation Impacting Youth 
In Europe  

4.	 What is the existing state of legislation 
in the European Union (EU) centred on 
youth online safety?                 

5.	 What are the similar legislative efforts 
in the United States (US)?    

 
Section 3:  Current Deficiencies 
in Youth Online Safety Regulation

6.	 Where are there inefficiencies, 
inconsistencies, deficiencies, and 
overlaps in current EU legislation?  
How can existing legislation be 
synthesized, streamlined, optimized, 
and developed?

 
Section 4: A New Framework for 
Improving Youth Online Safety

7.	 Through what framework should 
improvements be made to addressing 
youth online safety in Europe?

8.	 What specific practices must platforms 
prioritize to safeguard youth online?

9.	 What specific practices must 
regulators perform to assist platforms 
with their compliance efforts?

To address these questions, we first review what 
the research has found on how certain affordances 
of social media meet many important needs 
that youth have. We then summarize the range 
of risks and harms that some youth may face 
while using various apps. Obtaining a thorough 
understanding of teens’ online experiences is 
critical for informing the development of effective 
and targeted legislative solutions. We also look at 
how current views on the issues surrounding youth 
and social media have developed, and we analyse 
the assumptions behind the heated discussions 
on these topics.

Next, we examine existing online safety regulations 
for youth in Europe and the United States. This 
comparative analysis is essential given the 
extensive work being done in the EU and the 
heightened attention in the US surrounding the 
potential link between technology use and the 
mental, psychological, and physiological well-
being of youth. This review comprehensively 
explains the diverse approaches to youth 
online safety in multiple jurisdictions. Through 
this analysis, we attempt to highlight potential 
deficiencies, issues, and areas of fragmentation 
among existing legislation. We then present a 
new model intended to arrive at the SAFEST 
(Safety, Autonomy and Choice, Free Expression, 
Evidence-based Practices, Security and Privacy, 
and Transparency) approach to youth online safety. 

This new, streamlined, modular framework 
introduces specific steps for collaborative 
implementation by both platforms and legislators, 
and harmonizes their efforts as they co-
labour towards the end-goal of safeguarding 
and supporting youth. It was built based on a 
consideration of the multifaceted nature of online 
engagement, its ubiquity and intersection with 
almost every area of life, the urgent need to foster 
positive, prosocial experiences among youth, the 
current mental health struggles that young people 
face, the concerns that governmental authorities 
have about the design and operation of social 
media companies, and the constraints within 
which those platforms must operate. 



9

E
M

P
O

W
E

R
IN

G
 A

N
D

 P
R

O
T

E
C

T
IN

G
 E

U
R

O
P

E
A

N
 Y

O
U

T
H

 O
N

LI
N

E
   

|  
 F

E
B

R
U

A
R

Y
 2

02
5 

  |
   

S
E

C
T

IO
N

 1
: T

H
E

 R
E

LE
VA

N
C

E
 O

F 
S

O
C

IA
L 

M
E

D
IA

 IN
 T

H
E

 L
IV

E
S

 O
F 

Y
O

U
T

H

“

Section 1: The Relevance of Social Media 
in the Lives of Youth

Potential Positives of Social Media Use

Since the term “social media” was first used in 
1994 by developer Darrell Berry who was building 
Matisse, a Tokyo online media environment,1 a 
number of definitions have emerged. Given its 
evolution over the course of the last 30 years, it 
is helpful to use a contemporary formal definition 
that is high-level enough to reflect and include 
those changes. As such, we prefer a conception 
of social media as comprising “various user-driven 
platforms that facilitate diffusion of compelling 
content, dialogue creation, and communication to 
a broader audience. It is essentially a digital space 
created by the people and for the people, and 
it provides an environment that is conducive for 
interactions and networking to occur at different 
levels (for instance, personal, professional, 
business, marketing, political, and societal)”.2 In 
practice, it is used as an umbrella term to refer 
to a number of online platforms which include, 
but are not limited to, “blogs, business networks, 
collaborative projects, enterprise social networks 
(SN), forums, microblogs, photo sharing, products 
review, social bookmarking, social gaming, SN, 
video sharing, and virtual worlds”.3

Social media has become deeply embedded into 
young people’s lives, serving as a vital channel 
for social connection, information gathering, 
and identity formation. These platforms fulfil 
vital needs for peer interaction and relationship 
maintenance during adolescence, a period when 
social connections are vital for development.4-6 For 
example, platforms like Instagram and Snapchat 
allow teens to share daily experiences, maintain 
friendships across distances, and feel connected 
to their peer groups even when physically apart.4 

Of course, the role of social media in adolescent 
life extends beyond mere social interaction. These 
platforms have become primary sources for 
finding, accessing, and engaging with information 
and educational content relevant to young people’s 
lives.7 For instance, many teens use YouTube to 
supplement their formal education by watching 
tutorials on academic subjects or learning new 
skills. TikTok has emerged as a platform where 
young people consume entertaining content and 
share and gain knowledge on topics ranging from 
current events to mental health awareness. 

Moreover, social media is a vital resource 
and medium for identity exploration and self-
expression during adolescence. It provides 

I think you can learn 
a lot of stuff by using 

social media, for 
example, there’s a lot 
of informative videos. 
It also helps you stay 
connected with your 

friends.”
— Female, 15 years old, Italy. 

ThinkYoung Focus Group 3,  
15th of November, 2024.
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spaces for teens to experiment with different 
aspects of their identity, receive feedback from 
peers, and develop their sense of self.8-11 This 
can be particularly important for marginalized 
youth who may find supportive communities 
online that they lack in their immediate physical 
environments. For example, LGBTQ+ teens in 
conservative areas may connect with others like 
themselves online, fostering a sense of belonging 
and self-acceptance.12 

Similarly, racial and ethnic minority youth might 
find cultural affirmation and mentorship through 
social media groups.13 Youth with disabilities 
or chronic illnesses can also build peer support 
networks and shared experiences online.14 As 
yet another example, transgender youth can 
obtain vital advice, support, and community 
during their gender transition, assets that may not 
readily be available in their immediate physical 
environment.15 These digital spaces allow teens 
from underrepresented groups to explore and 
express aspects of their identities that may 
be suppressed or unsupported in their offline 
worlds, potentially contributing to positive identity 
development and psychological well-being.16-18

Finally, it must be noted that social media 
platforms serve as powerful avenues for youth 
civic engagement and social activism. These 
environments enable young people to learn 
about, discuss, and advocate for issues they care 
about, from social justice and climate change to 
mental health awareness and education reform 
conversations.19-22 Through social media, youth 
can easily access information on current events, 
connect with like-minded individuals, and 
participate in online campaigns and movements. 
This digital activism often translates into real-world 
action, with young people organizing protests, 
fundraisers, and community initiatives. For 
example, movements like Black Lives Matter and 
climate strikes have gained significant momentum 
through youth-led social media campaigns.23-25 

Furthermore, these platforms allow young voices 
to be heard on a global scale, giving them the 
power to influence public opinion and policy 
decisions. Thus, social media facilitates youth civic 
participation and empowers them to be agents of 
change in their communities and beyond. 

“ I think you can 
also get a lot of 

new insights from 
different people and 

cultures… you can 
connect with people.”

— Female, 15 years old, Belgium. 
ThinkYoung Focus Group 3,  

15th of November, 2024.
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Potential Negatives of Social Media Use

Accompanying the positives of social media 
participation are a host of risks and harms that 
youth may face online, many of which have 
received a significant amount of attention from 
families, communities, educators, mental health 
professionals, law enforcement, paediatricians 
and other health care workers, and governmental 
officials. To systematically understand these 
challenges, the CO:RE (Children Online: Research 
and Evidence) framework offers a comprehensive 
classification system that organizes online risks 
into four distinct dimensions: Content, Contact, 
Conduct, and Contract risks.26, 27 The table in 
Appendix A illustrates specific examples of 
behaviours and risks within each dimension.

While these online risks are serious concerns, 
it is important to note that most youth do not 
experience severe harm from social media use. The 
prevalence of these experiences remains relatively 
low compared to the total youth user base. That 
said, the evolving landscape demands stronger 
protective measures at both governmental and 
platform levels to mitigate potential emotional, 
psychological, and behavioural impacts. This 
becomes even more pressing with the emergence 
of extended reality technologies and generative 
artificial intelligence (AI), which introduce novel 
risks such as privacy violations in metaverse 
environments and AI-generated harmful content. 
These technological advances will continue to 
create new challenges in the short- and long-term 
and should compel proactive rather than reactive 
solutions to safeguarding youth online.

 
Factors That May Contribute 
to Unhealthy Use of Social Media

Beyond the aforementioned interpersonal 
challenges that youth may face on social media 
platforms, there are significant concerns about 
patterns of usage that can lead to psychological 
and emotional harm. These patterns manifest in 
two primary ways: overuse that interferes with daily 
functioning, and exposure to potentially harmful 
content loops. When youth become caught up 
in these cycles, they may repeatedly consume 
content that reinforces negative emotions or 
limited perspectives, creating echo chambers that 
prevent exposure to diverse viewpoints or healthier 
content that can truly benefit and support them. 
This targeted content consumption, driven by a 
number of personal and technological factors, is 
important to understand given its implications 
for overall health and well-being among young 
people.

“I think it depends on 
how much you use it. 

If you use it only to 
talk with friends, then 
it’s OK, but if you use 

it for 3 hours a day, 
for example, then the 

negatives outweigh 
the positives.”

— Male, 15 years old, Belgium. 
ThinkYoung Focus Group 3,  

15th of November, 2024.



12Ubiquity of Mobile Devices and Design of 
Apps     

The ubiquity of mobile devices and the design 
of apps have significantly contributed to the 
prevalence of social media usage, particularly 
among young people. Indeed, some scholars 
argue that the excessive use of social media can 
be attributed to the omnipresence of smartphones 
and their role as the primary gateway to social 
and messaging applications.28 The convenience 
offered by these devices is unparalleled, allowing 
users to access apps instantly with minimal effort, 
which has made smartphones the preferred 
choice for social media engagement despite the 
availability of other devices such as tablets and 
computers. The design of social media apps has 
been optimized to capitalize on this mobile-first 
approach, incorporating features that leverage the 
unique capabilities of smartphones. These include 
push notifications for new followers, comments, 
and private messages, location-based services, 
gamification elements, the ability to easily capture 
and share photo and video content via their 
camera functionality, and user-friendly filters 
and augmented reality experiences all helping to 
drive youth engagement and encouraging further 
usage and interaction. The seamless integration 
of these features into the mobile experience has 
further reinforced the smartphone’s position 
as the primary tool for social media access and 
interaction.

 
Psychological Triggers 

FOMO (Fear of Missing Out) also plays a role, 
particularly among youth who need to be “in 
the know” about what is happening in the news, 
their community, or the lives of those they follow. 
This phenomenon may also be relevant when 
considering ephemeral content that disappears 
after a specified time (e.g., 24 hours), as a user 
may feel compelled to ensure they do not miss 
out on information that may be valuable socially, 
relationally, or professionally. Variable rewards – in 
terms of the number of likes or comments a user 
receives with each new post – also may induce 
more frequent participation on social media than 
usual because of a desire to be seen, noticed, 
and affirmed by others.29-31 Relatedly, it is natural 
to want to know if content one posts is viewed, 
enjoyed, and shared, and if messages one sends 
are received and read – contributing to increased 
usage of these platforms. A final component is 
push notifications, where incoming sounds and 
banners on one’s phone alert them that new 
content they likely would be interested in is now 
available for them to see within specific apps. 

Research has shown that these external cues 
can increase phone and social media usage and 
increase overuse.32, 33 

 
Neurological Triggers

Third, social media, like other activities such as 
gaming, shopping, and gambling,34, 35 triggers 
dopamine release in regions of the brain associated 
with pleasure and motivation.36 While this effect 
is similar to substance use, it is typically milder 
and does not cause severe physical health issues 
linked to drug addiction.37 Social media addiction 
is primarily a behavioural problem, unlike drug 
addiction, which affects both behaviour and body 
functions. The widespread use and acceptance of 
social media can make it challenging to recognize 
problematic usage. However, this ubiquity 
might make it easier to moderate social media 
use compared to drug use cessation. Treating 
social media addiction usually involves changing 
behaviours and developing healthier digital habits, 
rather than the intensive medical treatments often 
needed for drug addiction.37

AI-driven algorithmic recommendations 
for content feeds significantly impact user 
engagement and content consumption patterns. 
While these algorithms can potentially lead users 
towards harmful content, they also possess the 
capability to guide users towards more positive 
and beneficial content. For instance, when a user 
is caught in a cycle of engaging with negative 
content like unhealthy diet tips, AI algorithms can 
be programmed to recognize this pattern and 
intentionally introduce more positive content, 
such as posts promoting healthy body image. 
This adaptive approach leverages the same 
machine learning techniques used to increase 
engagement, but to improve user well-being. 
Studies have shown that content-based and 
collaborative filtering methods can be fine-tuned 
to prioritize content that aligns with specific 
health and wellness objectives. By analysing user 
behaviour, preferences, and interaction patterns, 
AI algorithms can identify opportunities to subtly 
shift content recommendations towards more 
constructive themes, potentially breaking negative 
feedback loops and fostering a more balanced 
content diet for users.     

 
Engagement-Centric Design Features 

Engagement-centric design features in social 
media platforms serve a dual purpose of enhancing 
user experience while promoting prolonged 
platform usage and “stickiness.” Some elements, 
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such as streamlined interfaces, personalized 
content recommendations, and one-click sharing 
options, may provide genuine user benefits 
through improved relevance and usability.38-40

Key mechanisms like “autoplay” and “infinite 
scroll” eliminate natural stopping points, while 
strategically timed notifications prompt users to 
return to the platform. These features represent 
the natural evolution of social media companies’ 
products and services, driven by economic 
incentives to maintain and expand their user 
base.32, 41 Users derive benefits from reduced 
friction in content discovery, customizable 
playback options, and constant access to diverse 
content formats that serve various needs.42

The design architecture deliberately incorporates 
psychological principles to shape user behaviour. 
This includes social proof through metrics like 
likes, shares, and follower counts, as well as 
reciprocity mechanisms that encourage ongoing 
interactions where users feel compelled to return 
to the platform and engage further. While these 
features enhance platform functionality, they 
have also sparked concerns among stakeholders 
focused on youth mental health and well-being. 
The implementation of these elements reflects 
a complex balance between the benefits that 
platforms want to provide to users to ensure an 
enjoyable experience, and issues with engagement 
optimization among a vulnerable youth population 
in modern social media design.

It is important to note that platform design can 
be employed in ways that enhance user well-
being. Some applications, like health, self-care, 
and education apps, utilize similar techniques 
to promote positive behavioural choices and 
habits.43-45 The key difference lies in the intent 
and outcome of the design choices. Furthermore, 
it should be made clear that excessive social 
media use, particularly among youth, is not solely 
attributable to design elements. Other factors 
play significant roles, including the ubiquity of 
technology in daily life, fear of missing out (FOMO), 
and the brain’s reward system activated by 
stimulating or otherwise pleasurable experiences. 
Indeed, these elements are relevant to other 
behaviours that may become excessive, including 
gambling, gaming, shopping, and general Internet 
use.46, 47

 
Evidence around the Risks of Social 
Media Use and Mental Health

The narrative surrounding youth mental health 
has increasingly centred on social media as the 
primary culprit for declining well-being among 

young people. However, this perspective 
oversimplifies a complex phenomenon shaped by 
numerous interconnected factors. While concerns 
about social media’s impact warrant attention, 
focusing solely on social media platforms risks 
overlooking other significant variables that have 
profoundly affected youth mental health, including 
global events, socioeconomic pressures, 
environmental concerns, and systemic barriers to 
mental healthcare. A more nuanced examination 
reveals that the challenges facing today’s youth 
stem from a multifaceted array of influences, each 
deserving careful consideration when determining 
the direction of regulatory efforts that will have 
profound impacts.

 
Recent Impacts on Youth Well-Being

First, while some countries like the US,48 England,49 

and Sweden,50  have reported an increase in 
mental health problems among youth across 
recent years, other countries like Canada,51 the 
Netherlands,52 and Norway53 have identified stable 
trends.54, 55 Across the world, there is no universal 
indication that the ramp-up in social media use 
by youth has occurred concurrently with a global 
decrease in youth well-being. In addition, other 
important variables may be at play. Research has 
shown mixed and inconclusive findings related 
to the effect of Internet use by young people 
and psychological health and well-being.55-59 

Furthermore, while social media use typically 
increases after life satisfaction decreases, it is not 
clear that social media use causes decreased life 
satisfaction.60 

It is also inarguable that the COVID-19 pandemic 
had a profound and widespread impact on youth 
well-being globally, affecting various aspects of 
their lives including freedom of movement, social 
interactions, educational routines, economic 
stability, and both emotional and physical health.61 

Numerous studies across different countries 
have documented the pandemic’s detrimental 
effects on young people’s mental health. These 
impacts include increased rates of depression, 
anxiety, loneliness, suicidal ideation, and overall 
decreased life satisfaction and expectations. 
Such adverse outcomes have been observed in 
diverse nations, including Norway,62 Germany,63 

the United States,64 Australia,65 Indonesia,66 
England,67, 68 and Canada.69 The severity of this 
impact is further highlighted by meta-analytic 
studies comparing pre-pandemic data from 
2015,70 with data collected during the pandemic 
in 202171 which indicate a substantial increase in 
both depression and anxiety rates among children 
and adolescents.61 
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Youth well-being in recent years may be 
compromised by various factors beyond social 
media use. Financial stresses experienced 
by families due to volatile macro-economic 
conditions72 have been shown to impact children’s 
mental health.73-75 Additionally, increased parent-
child conflict,76, 77 and heightened caregiving 
responsibilities78 contribute to the strain on young 
people’s emotional well-being. Scholars have also 
posited that adolescent mental health problems are 
exacerbated by the broader context of growing up 
in an age of uncertainty79 particularly with regard to 
their physical and social environments.80 Related 
to this, heightened political polarization, economic 
instability affecting household dynamics, global 
health crises such as the COVID-19 pandemic, the 
looming threat of climate change,81 geopolitical 
conflicts, school shootings, and the devastating 
impact of the opioid epidemic all may be 
contributing factors. Additionally, elements such 
as sleep deprivation, decreased face-to-face 
social interaction, intensified academic pressures, 
evolving family dynamics, and exposure to 
bullying and cyberbullying may also play a role in 
the observed decline in youth mental health. 

As a final major point, a significant proportion of 
young individuals grapple with clinically diagnosed 
mental health disorders and may struggle to obtain 
professional support due to finances, stigma, or 
other restrictions. Moreover, many young people 
may struggle with subclinical symptoms or 
subthreshold disorders—mental health challenges 
that fall short of meeting the full diagnostic criteria 
for a clinically recognized condition. Even if they 
desire professional support, these youth may lack 
access to qualified mental health professionals 
or robust support networks, leaving them ill-
equipped to navigate the complexities of their 
emotional and psychological experiences. This 
gap in resources and support potentially increases 
their vulnerability level and may impede their ability 
to develop effective coping mechanisms during 
this critical developmental stage of their life. 

Collectively, these observations about the state 
of youth provide a nuanced perspective of their 
situation and highlight the intricate nature of 
causes and correlates. While the increase in social 
media and mobile device usage may loosely 
track with certain trends related to youth well-
being, numerous other concurrent developments 
and flashpoint events do as well and have built 
a complex array of stressors that deeply affect 
young people today. 

 

Research on Parental Controls

Parental controls have emerged as a seemingly 
promising solution for mediating children’s digital 
engagement, appealing to both governments 
and the market. Parents generally wish to 
play an active role in their children’s digital 
lives, despite sometimes being influenced by 
media-driven anxieties and a culture of parent-
blaming.82-84 However, the reality of parental 
control usage and effectiveness is more complex. 
While parental controls may seem ideal, their 
actual implementation and benefits are not as 
straightforward or universally effective as initially 
perceived. While many parents believe these tools 
can enhance their control and their child’s safety 
online, a significant proportion are uncertain about 
how or whether they work.85 Despite the availability 
of these tools, their adoption remains relatively 
low across Europe, with usage rates varying from 
11% in Lithuania to around one-third in countries 
like NO, PL, and ES.85 Furthermore, most parental 
controls fail to address the full spectrum of online 
risks, including content, contact, conduct, and 
contract risks.86 

Recently, a comprehensive review of 40 empirical 
studies that have examined parental control 
use to facilitate children’s safety online was 
conducted.87 Mixed results were found across 
studies, with 17 reporting beneficial outcomes, 
12 showing no change, 6 indicating limiting 
outcomes, and 8 suggesting adverse outcomes. 
While some studies demonstrated positive effects 
such as reduced exposure to online risks such 
as cyberbullying, sexual content, and privacy 
violations, some studies indicated that these 
tools could limit children’s online opportunities, 
including reduced overall internet use, restricted 
access to beneficial online activities, and reduced 
privacy and autonomy for children online, and 
even reduced digital competence. They also may 
limit children’s opportunities to learn about online 
risks, develop coping skills, and negotiate their 
specific needs with parents.88

It is important to note that most of these studies 
were cross-sectional, with generally small effect 
sizes. Moreover, the ease with which children 
can bypass parental controls was highlighted in 
some studies reporting null findings. Furthermore, 
both children and parents expressed concerns 
about increased family conflict, eroded trust, 
and invasion of privacy resulting from using 
these tools. These outcomes suggest that while 
parental controls may offer some benefits, they 
are not a standalone solution and can potentially 
have adverse effects on family relationships and 
children’s digital skills development. 
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Indeed, research indicates that parental controls 
are most effective when integrated into a broader 
approach to parental mediation and family 
communication about digital engagement.89, 90 

From a child development perspective, overly 
restrictive or privacy-invasive parental controls can 
be counterproductive. Instead, these tools should 
aim to promote children’s agency, development, 
safety, and privacy while preserving online 
opportunities. Building trust within the family is 
essential, as measures perceived as too restrictive 
or invasive can erode trust and lead to increased 
family conflict. The research emphasizes that warm 
parent-child relationships, open communication, 
and collaborative decision-making are more 
effective in managing online risks than technical 
restrictions alone.91 Therefore, parental controls 
should be integrated into daily family practices as 
part of a healthy parent-child relationship, rather 
than relied upon as a standalone solution.

Other studies have highlighted the significant 
benefits of co-designing parental control tools 
with both parents and children. For example, 
Meta’s Trust, Transparency and Control Labs 
(TTC Labs), in partnership with the design and 
innovation agency Smart Design, conducted 
extensive co-design sessions with teens and 
parents/guardians across multiple countries 
including the US, UK, Ireland, Brazil, Australia, 
and Japan. This initiative involved over 103 teens 
and 92 parents/guardians and aimed to uncover 
product-relevant insights and principles for 
developing parental supervision tools. The co-
design process employed innovative methods like 
the “Would You Rather” game and activities such 
as “You Make the Rules” for teens and “Build Your 
Own Control Center” for parents. These sessions 
revealed the tensions between youth and parent 
priorities, informing the development of more 
balanced and effective parental supervision 
features that consider both teens’ need for 
privacy and parents’ desire for oversight.92 Such 
collaborative approaches allow for the creation of 
more effective and balanced tools that consider 
the diverse needs, perspectives, and concerns of 
both teens and parents. We encourage more of 
these partnerships to foster and facilitate solutions 
that promote youth autonomy and address 
parental safety concerns without undermining the 
trust and relational harmony necessary for healthy 
families and prosocial behavioural choices. 

“ There can be an 
issue later because 
uneducated parents 
can end up staying 

away from social 
media and prevent 
their children from 

joining as well. 
Knowing how children 

are, that usually 
results in rebellious 

kids who install apps 
behing their parents 
backs. At the end of 

the day, that’s not 
really safe because 

if anything happens, 
they’re scared to tell 

their parents since 
their parents don’t 

even know they 
installed that app.”

— Female, 16 years old, Cyprus. 
ThinkYoung Focus Group 2,  

12th of November, 2024.



16Section 2: Foundation of Regulation 
Impacting Youth 

Foundational to any youth online safety framework 
must be an unwavering commitment to prioritize 
the best interests of children when it comes to 
their experiences using online technologies. This 
commitment acknowledges that children have 
immutable rights in digital spaces, which must be 
protected and upheld by all stakeholders, including 
tech companies, policymakers, educators, and 
parents. Central to these rights is children’s 
ability to access and meaningfully participate in 
the digital world, ensuring equitable access to 
technology and the internet and engagement 
with age-appropriate content and services that 
enhance their development, education, and social 
connections. Equally important is safeguarding 
children’s user data and privacy, implementing 
robust protection measures, and ensuring 
transparency in data usage. Children also have 
the right to be protected from various online 
harms, which requires robust safety measures and 
moderation practices.

Moreover, the digital environment should 
provide educational affordances and skill-
building opportunities, fostering digital literacy, 
critical thinking, and problem-solving abilities. 
Additionally, children’s right to play, recreation, and 
leisure online must be recognized, acknowledging 
the importance of digital spaces for fun, creativity, 
and social interaction. Children should also have 
a voice in developing policies and technologies 
that affect them, participating in the design of 
safety features and content moderation policies. 
Protection from commercial exploitation, including 
manipulative advertising and exploitative business 
practices, is essential. Lastly, children have the 
right to comprehensive digital literacy education, 
empowering them to navigate the online world 
safely and make informed decisions. Considering 
and appreciating these immutable rights serves 
as the foundational cornerstone upon which all 
trust and safety efforts devoted to youth online 
can and must be built. These rights are not 
merely aspirational; they are essential, critical, 
and must be respected first and foremost before 
any policies, programs, products, or services are 
developed. By placing these rights at the forefront 
of approaches to youth online safety, companies 
and governments can ensure that their efforts are 
grounded in a fundamental respect for children’s 
dignity, autonomy, and potential in the digital age.

The multitude of harms that can affect youth 
online, and the acceleration of these and new 

risks through AI capabilities and other emerging 
technologies, have prompted increased 
governmental scrutiny and regulation of social 
media platforms given concerns about their ability 
to regulate themselves. Requirements involving a 
standard duty of care, enhanced safety measures, 
restricting or eliminating access to platforms 
based on age, and requiring risk assessment and 
annual compliance with regulation have all been 
part of the public and legislative discourse in 
recent months and years. While these discussions 
and proposed measures have been prominent 
in many countries, the European Union (EU) has 
taken a particularly proactive stance in addressing 
youth online safety through such efforts. The EU’s 
approach serves as a benchmark for many other 
regions, representing an impassioned effort to 
create a safer digital environment for young users. 
We now turn our attention to the key EU laws 
and regulations that have been implemented or 
proposed to protect children in the online sphere. 
The sections below detail the basis for regulation 
across Europe (with legislation from the US also 
examined for comparative purposes) in an attempt 
to uncover gaps, deficiencies, fragmentation, 
and potential unintended side effects that might 
emerge.

 
International Guidance to Consider 
in Regulation Impacting Children 

The UN Convention on the Rights of the Child 
(UNCRC) has formed the backbone of thinking 
globally on children’s rights since being adopted 
in 1989. However, the rapid evolution of the digital 
landscape has prompted a re-evaluation of how 
these rights apply in the online world. In response 
to this changing context, the General Comment 
No. 25 on children’s rights in relation to the digital 
environment was published in 2021, and provided 
recommendations on implementing the principles 
of the Convention within the digital environment. 
It should be highlighted that the UN Convention 
on the Rights of the Child (UNCRC) and General 
Comment No. 25 both emphasize “the best 
interests of the child” as the primary consideration 
in all actions affecting children, while also 
recognizing the importance of respecting children’s 
“evolving capacities.” These documents highlight 
the key role of parents in child development and 
upbringing, particularly in navigating the digital 
landscape. They strongly advocate for children’s 
right to freedom of expression, which extends to 
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https://www.ohchr.org/en/instruments-mechanisms/instruments/convention-rights-child
https://www.ohchr.org/en/documents/general-comments-and-recommendations/general-comment-no-25-2021-childrens-rights-relation
https://www.ohchr.org/en/documents/general-comments-and-recommendations/general-comment-no-25-2021-childrens-rights-relation
https://www.ohchr.org/en/documents/general-comments-and-recommendations/general-comment-no-25-2021-childrens-rights-relation


17seeking, receiving, and sharing information and 
ideas through various media, including digital 
platforms. 

In addition, the UNCRC and General Comment  
No. 25 both assert that children’s views should 
be given due weight according to their age and 
maturity, with a recognition of their evolving 
capacities. They also stress the importance of 
implementing appropriate guidelines to shield 
children from potentially harmful information 
or material. This delicate balance acknowledges 
that children possess multiple (and sometimes 
competing) rights that must be carefully 
considered, balanced, and respected. An 
overarching principle, as stated in the Convention, 
is to “ensure to the maximum extent possible 
the survival and development of the child.” This 
should inform all actions and policies related 
to children’s rights, both online and offline.

 
How US Regulators are Approaching 
Social Media Use by Youth

The most significant development in the US 
involving governmental mechanisms to protect 
youth online is the Kids Online Safety and Privacy 
Act (KOSPA). It is a comprehensive bill that 
combines the Kids Online Safety Act (KOSA) and 
the Children and Teens’ Online Privacy Protection 
Act (COPPA 2.0). It passed in the US Senate in July 
2024, but did not make it through the US House 
Committee before Congress closed session for 
the year. A cornerstone of this Act is establishing 
a “duty of care.” This legally obligates platforms 
to implement reasonable design features to 
prevent and mitigate various harms children might 
encounter while using their products and services. 

Apart from the duty of care, the law requires 
platforms to provide minors with the highest 
default safety and privacy settings, create a point 
of contact for schools to report potential harms 
to minors, and provide more robust parental 
controls. Platforms must also limit certain design 
features that reward youth for staying online, and 
prevent age-restricted products and services 
from being marketed to youth. Other provisions 
include restrictions on sharing the geolocation 
data of minors, preventing unknown adults from 
contacting youth, and allowing minors to opt out 
of personalized recommendations. Moreover, 
platforms with over ten million monthly active users 
in the US must report annually on foreseeable 
risks of harm that minors could face, and provide 
updates on what steps have been taken to prevent 
and reduce risks.

Aside from this federal legislative effort, it is notable 
that some states are passing laws intended to curb 
the effects of addictive design elements in social 
media apps. In New York, the Stop Addictive Feeds 
Exploitation (SAFE) for Kids Act prevents platforms 
from providing suggested posts to teens under 
18, and also prohibits platforms from sending 
notifications to the phones of minors between 
12 am and 6 am unless parental consent is given. 
The Maryland Age-Appropriate Design Code 
Act bans platforms from using design features 
that encourage excessive use. In California, the 
Protecting Our Kids from Social Media Addiction 
Act (SB 976) (set to take effect in 2027) prohibits 
social media platforms from providing “addictive 
feeds” to minors without parental consent. The law 
also restricts notifications during late-night hours 
and school time, and requires platforms to offer 
additional parental control over their children’s 
social media usage. 

 
European Regulation Impacting Youth

In Europe, the EU Strategy on the Rights of the 
Child (RoC) was adopted by the Commission in 
2021 to ensure the protection of rights of all children 
and secure access to basic services for vulnerable 
children This underpins the ethos behind various, 
subsequent regulations which impact children. The 
new strategy for a Better Internet for Kids (BIK+),93 

adopted in 2022, was designed to ensure that 
children are protected, respected and empowered 
online, in line with the European Digital Principles. 
It focuses on developing safe digital experiences 
to protect children from harmful and illegal online 
content, conduct, contact risks and improve their 
well-being online through a safe, age-appropriate 
digital environment created to respect children’s 
best interests. 

Throughout the UK and the EU, regulation has 
emerged that has targeted one of the following 
areas:

1.	 Addressing Illegal and Harmful Content: 
This includes restricting access and/exposure 
to harmful, age-inappropriate, or illegal content 
through processes such as conducting risk 
assessments and implementing content 
moderation practices;

2.	 Transparency and Due Process: This 
includes mandating transparency reports to 
increase accountability and understanding 
of platform practices. Some regulation also 
mandates new types of due process to ensure 
fair outcomes for users;
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https://www.congress.gov/bill/118th-congress/senate-bill/2073/text
https://www.congress.gov/bill/118th-congress/senate-bill/2073/text
https://www.nysenate.gov/legislation/bills/2023/S7694/amendment/A
https://www.nysenate.gov/legislation/bills/2023/S7694/amendment/A
https://mgaleg.maryland.gov/2024RS/Chapters_noln/CH_461_hb0603t.pdf
https://mgaleg.maryland.gov/2024RS/Chapters_noln/CH_461_hb0603t.pdf
https://sd09.senate.ca.gov/news/20240920-newsom-signs-skinners-bill-protect-kids-social-media-addiction
https://sd09.senate.ca.gov/news/20240920-newsom-signs-skinners-bill-protect-kids-social-media-addiction
https://better-internet-for-kids.europa.eu/en


183.	 Privacy and Security: This includes protecting 
personal data of minors and avoiding profiling 
of minors for advertising purposes, mandating 
highest privacy settings by default for children, 
and protecting children’s security (from things 
like phishing, scams, identity theft, and other 
security threats);

4.	 Child Sexual Abuse and Exploitation: This 
includes protection from all forms of sexual 
violence, such as child sexual abuse and 
exploitation;

5.	 Use of AI and Automation: This includes 
preventing addiction and negative mental 
health impacts through AI “rabbit holes” 
and thoughtfully considering algorithmic 
recommendations and use of AI to support 
content moderation; 

6.	 Age Assurance: Enforce policies based on 
knowing the age of a user on the platform 
through “highly effective” methods.94 

 
Addressing Illegal and Harmful Content 

The Digital Services Act (DSA), enacted on 
August 25, 2023, implemented new rules and 
obligations to safeguard EU citizens as they use 
online platforms. When it comes to tackling illegal 
content, the DSA does not aim to define or amend 
content legality.  What constitutes illegal content 
is defined in other laws either at EU level or at 
national level (e.g. terrorist content, child sexual 
abuse material, or illegal hate speech). The DSA 
asserts that where content is illegal only in a given 
Member State, as a general rule it should only be 
removed in the territory where it is illegal. 

However, the DSA aims to establish an EU-wide 
framework to better detect, flag and remove illegal 
content, as well as new risk assessment obligations 
for very large online platforms and search engines 
to identify how illegal content spreads on their 
service. For example, it requires platforms to 
have easy-to-use flagging mechanisms for illegal 
content. Platforms should process reports of illegal 
content in a timely manner, providing information 
to both the user who flagged the illegal content 
and user who published the content on their 
decision and any further action. A priority channel 
will be created for trusted flaggers – entities 
which have demonstrated particular expertise and 
competence – to report illegal content to which 
platforms will have to react with priority.

When it comes to harms which impact children, 
platforms are expected to “put in place appropriate 
and proportionate measures to ensure a high 

level of privacy, safety, and security of minors, on 
their service” with the best interests of the child 
in mind. This includes a requirement for platforms 
to consider the risk of minors finding content 
that could harm their “health, physical, mental 
and moral development” (“age-inappropriate 
content”). The 5Rights Foundation has outlined 
ways that platforms can assess this through tools 
such as Child Risk Impact Assessments (CRIAs), 
discussed further, alongside other actions 
platforms can take in Appendix B.

In the UK, the Online Safety Act (OSA), enacted on 
Oct 26, 2023 also has a large focus on restricting 
illegal material and content that is harmful to 
children. Companies will now need to prevent, 
detect and remove illegal content, which includes 
content depicting, promoting or facilitating child 
sexual abuse, terrorism and suicide amongst 
other priority offenses. This includes image-based 
sexual offences (including possession of extreme 
pornography and non-consensual disclosure of 
intimate images). Service providers in scope of the 
OSA are required to take down content where they 
have “reasonable grounds to infer” that content is 
illegal. 

While there are similarities between the DSA and 
the OSA, the content in scope under the latter is 
more specific regarding what minors should not 
be able to access. Beyond illegal content, the 
OSA also states that the following three types of 
harmful content should be protected against: 

1.	 Primary priority content that is harmful to 
children (pornographic content or content 
that encourages/promotes/instructs on suicide, 
deliberate self-injury or eating disorders/
behaviours). 

2.	 Priority content that is harmful to children 
(bullying content or content which (a) is 
abusive and targets race, religion, sex, sexual 
orientation, disability or gender reassignment 
(b) incites hatred against people based 
on these characteristics, (c) encourages/
promotes/instructs on serious violence 
against a person or a challenge/stunt likely 
to result in serious injury, (d) depicts serious 
violence or (in graphic detail) serious injury 
against a person/animal/fictional creature, 
(e) encourages self-administration of physiclly 
harmful substances). 

3.	 Content not within (1) or (2) that presents a 
material risk of serious harm to an appreciable 
number of children in the UK (non-designated 
content that is harmful to children).
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https://digital-strategy.ec.europa.eu/en/policies/digital-services-act-package
https://5rightsfoundation.com/wp-content/uploads/2024/08/5rights-foundation-a-high-level-of-privacy-safety-and-security-for-minors-dsa-baseline-2024-final-1.pdf
https://www.legislation.gov.uk/ukpga/2023/50/contents


19Both the DSA and OSA mandate risk assessments, 
however the DSA focuses on assessing and 
mitigating systemic risks arising from the design 
and functioning of platforms. It requires Very Large 
Online Platforms and Search Engines (VLOPs and 
VLOSEs) to conduct annual risk assessments to 
measure any negative impact of their service on 
children’s rights, and to assess how the features 
built into the design of the platform may cause 
addiction. 

The OSA risk assessments focus on protecting 
against exposure to illegal content. The risk 
assessment required by the UK’s Office of 
Communications (Ofcom) mandates that 
platforms consider factors such as the make-up of 
its user base, how algorithms used by their service 
contribute to the spread of illegal content and 
how easily, widely, and quickly illegal content can 
spread; the level of risk of your service being used 
for the commission of a priority offence; the level 
of risk of harm to individuals presented by illegal 
content; how the functionalities of your service 
(e.g. direct messaging) facilitate the presence 
or dissemination of illegal content; how the way 
individuals use their service contributes to the 
spread of illegal harms; the nature and severity of 
the harm that could be suffered by individuals due 
to illegal content present on the service; and how 
the design and operation of the service (including 
the business model, governance, use of proactive 
technology, measures to promote users’ media 
literacy and safe use of proactive technology, 
measures to promote users’ media literacy and 
safe use of the service, and other systems and 
processes) may reduce or increase the risks 
identified.

In addition to the mandatory illegal content 
risk assessment in scope for any company 
following under the OSA purview, Ofcom has 
provided guidance on conducting children’s 
risk assessments, structuring this into a 4-stage 
process where entities: (1) understand the harms, 
(2) assess the risk of harm to children, (3) decide 
measures, implement, and record and (4) report, 
review, and update risk assessments.95 Companies 
may tailor their risk assessment based on the 
specifics of their platforms (and the features that 
their platform enables); however, the guidance 
from Ofcom provides useful considerations to 
take into account, such as how features and 
functionalities affecting frequency of use increase 
risk of harm, the platform’s business model, and 
other such considerations. It also provides further 
detail on risks within each of the harm areas 
identified.

In addition, companies must assess the risks and 
dangers that their platforms pose to the safety 

of children. If risks are identified, companies 
are required to act by implementing mitigation 
strategies. Larger companies (defined as one 
that has more than 7 million monthly UK users, or 
roughly  10% of the UK population) will also need 
to publish a summary of their risk assessments 
in an effort to promote increased transparency 
around the risks that online platforms and services 
may pose to children.

 
Transparency and Due Process

The DSA involved a number of requirements to 
enhance transparency. For example, platforms 
must be transparent about their terms of service; 
they must make sure their terms and conditions 
are easy for minors to understand and consider 
risks that might emerge if they cannot grasp how 
the platform works. Platforms will be required 
to produce annual reports on their content 
moderation efforts, including the number of 
orders (received from Member States or “trusted 
flaggers”) to take down illegal content, as well as 
the volume of complaints from users and how 
these were handled. 

The DSA also includes requirements for providers 
of online platforms to maintain an internal 
complaint handling system and to engage with 
newly established out-of-court dispute settlement 
bodies. The internal complaint system enables 
users to make complaints against restrictive 
decisions taken by an online platform as a result 
of a notice (such as removing content, restricting 
visibility of content, or other such actions). Under 
the DSA, out-of-court dispute settlement bodies 
offer an additional opportunity for users to resolve 
content moderation disputes with online platforms, 
providing an independent third-party to support 
due process rights for users. These bodies will 
not be empowered to impose binding decisions 
and users can still initiate proceedings before a 
court if they want to contest decisions made by 
providers. Importantly, all these provisions are 
subject to reporting requirements on how well 
they are functioning. Intermediary services will 
need to report on the number of orders they have 
received from Member state authorities; Trusted 
Flaggers and Out-of-Court Dispute Settlement 
Bodies will be subject to their own transparency 
reporting requirements; and European and 
national regulatory bodies will need to conduct 
regular assessments.

The OSA also significantly increases transparency 
requirements for platforms. Platforms must 
undergo independent third-party audits and publish 
detailed reports about their safety measures, risk 
assessments, and content moderation practices. 
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20These reports must reveal specific data about 
illegal content prevalence, user exposure to 
harmful material, and the effectiveness of child 
protection features. Ofcom will analyse these 
transparency reports to identify best (and worst) 
practices across the industry to inform users as 
they consider the safety of various platforms. 
Failure to comply with these transparency 
requirements will result in substantial penalties of 
up to £18 million or 10% of worldwide revenue.

 
Privacy and Security

In Europe (and arguably globally, given its 
adoption), one of the most prominent privacy-
centric regulations is the General Data Protection 
Regulation (GDPR), which, since August 25, 2018, 
has endeavoured to safeguard children’s personal 
data by mandating parental consent for processing 
information of those under 16 (or a lower age set by 
member states). In addition, the ePrivacy Directive 
in the EU makes sure that all users (including 
children) can use electronic communications 
in a confidential way and that their devices are 
protected. While the GDPR focuses on personal 
data protection, the ePrivacy Directive aims to 
protect the privacy of EU residents’ electronic 
communications content and its metadata, even 
where that includes non-personal data.  

The DSA aims to complement the rules of the GDPR 
to ensure the highest level of data protection. When 
it comes to handling personal data in advertising, 
both the DSA and GDPR regulations apply to 
platform service providers. In addition to the GDPR 
requirements for any personal data processing, 
the DSA prohibits targeted advertisements by 
online platforms using user profiling that relies on 
the special categories of data specified in Article 
9(1) of the GDPR, such as sexual orientation, 
ethnicity or religious beliefs. Platforms are also 
prohibited from targeted advertising practices 
towards minors (i.e., anyone under 18), and data 
harvesting for profiling purposes. This is even 
in the case when the providers are aware with 
reasonable certainty that the user is a minor.  
According to the DSA, online platforms used by 
children should protect the privacy and security 
of their users. While there is no formal guidance 
on how to achieve this, child-rights organizations 
emphasize several essential principles for 
protecting young users in digital spaces.96 At 
the core is data minimisation, which insists that 
companies collect only the minimum amount 
of personal data necessary to fulfil a specific 
purpose. Furthermore, privacy protection must 
be built into the system’s foundation, with high-
privacy settings configured as the default for all 
young users. These settings should automatically 

restrict the visibility of children’s accounts, limit 
their exposure to potentially harmful contacts and 
content, and include robust mechanisms for the 
swift removal of illegal material.

The UK’s Information Commissioner’s Office 
(ICO) released an Age Appropriate Design Code97 
(now the Children’s Code) that has been in force 
since 2020 and highlights how General Data 
Protection Regulation applies to children using 
digital services. It specifically mandates “high” 
privacy settings for all youth accounts across 
digital services and platforms by default. Said 
another way, children’s information is not visible 
or accessible to other users without explicit action 
from the child to enable such access. Additionally, 
the Code mandates that any optional features 
that use personal data, including personalization 
services and third-party data sharing, must be 
individually activated by the child rather than 
automatically enabled.

 
Combatting Child Sexual Abuse and 
Exploitation

In the EU, the Directive 2011/93/EU on combating 
the sexual abuse and sexual exploitation of 
children harmonizes the approach to tackle 
Child Sexual Abuse Material (CSAM) across all 
EU countries. This directive requires EU Member 
States to take a number of measures to prevent 
and combat child sexual abuse, including:

∙	 Criminalising all forms of sexual exploitation 
and sexual abuse of children, including the 
possession, distribution, and production of 
child pornography

∙	 Providing support and assistance to victims 
of child sexual abuse, including access to 
medical and psychological care, legal aid, and 
other forms of support

∙	 Establishing reporting and referral systems to 
enable the identification and referral of children 
at risk of sexual exploitation and abuse, and

∙	 Ensuring that perpetrators of child sexual 
abuse are brought to justice, including through 
the use of effective law enforcement measures 
and the provision of adequate training for law 
enforcement and judicial authorities

 
Adopted on February 6, 2024, the Recast of 
Directive 2011/93/EU aims to address gaps in this 
Directive and criminalizes all forms of child sexual 
abuse and exploitation, especially new forms of 
online child sexual abuse and exploitation enabled 
or facilitated by technological developments, (e.g., 
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https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://www.iubenda.com/en/help/22493-eprivacy-vs-gdpr


21live streaming of child sexual abuse, deepfakes, 
online solicitation, sexual abuse in virtual reality 
settings, operation of an online service for child 
sexual abuse or sexual exploitation) in all Member 
States. 

Given the ePrivacy directive, there has been a need 
to carve out a targeted exception for companies 
to scan for CSAM voluntarily. Parliament reached 
a provisional agreement in early 2024 to extend 
the interim regulation on a temporary derogation 
from certain provisions of the ePrivacy directive 
for voluntary detection of online CSAM until 3 
April 2026, allowing streaming and video media 
applications to voluntarily detect, report and 
remove CSAM. 

The EU is also working to ensure that companies’ 
voluntary measures to find CSAM will be 
harmonized. However, the future of long-term 
legislation in the EU enabling platforms to tackle 
CSAM is currently uncertain, considering the 
ePrivacy directive and the contrasting views on how 
to be proactive in protecting children (e.g., through 
voluntary scanning of the platform for CSAM) 
while upholding important privacy goals. While the 
Parliament already has a position on the proposal 
for permanent rules to combat and prevent child 
sexual abuse online (one that balances detection 
goals while avoiding generalized monitoring of the 
internet activity), the Council has yet to agree on 
its negotiating mandate. Complicating this is the 
development from June 2024, where a vote on 
amending the draft law covering the scanning of 
CSAM was cancelled amidst reports that some 
member states were expected to abstain or 
oppose the law over cybersecurity and privacy 
concerns. There is now a lack of clarity as to the 
future of legislation focused on tackling CSAM.

In the UK, as Ofcom is taking a phased approach to 
producing and consulting on codes and guidance 
for companies on complying with the new duties, 
the DCMS and Home Office have published 
voluntary codes on tackling online child sexual 
exploitation and abuse online. The UK Home 
Office has also provided voluntary principles to 
tackle online sexual abuse and exploitation of 
children.

 
Artificial Intelligence and Automation

Automated decision making and use of AI is 
covered through multiple legislation in Europe. 
Article 22 of the GDPR and the UK GDPR gives 
people the right not to be subject to solely 
automated decisions, including profiling, which 
have a legal or similarly significant effect on them. 
This has long been the crux of Europe’s legal 
approach to automated decision-making. 

With the DSA, platforms must now clearly lay out 
how their content moderation and algorithmic 
recommender systems work in their terms of 
service, and they must offer users at least one 
option for an alternative recommender system 
(or “feed”) not based on profiling. In the required 
transparency reports, platforms must also describe 
any automated systems used to moderate content 
and disclose what their accuracy and possible 
error rate could be. They must also give users clear 
information about why they were targeted with an 
ad and how to change ad targeting parameters.

Beyond this, the EU’s Artificial Intelligence Act 
was voted into law by the European Parliament in 
March 2024; the Act explicitly prohibits using any 
AI system that exploits vulnerabilities related to 
age, disability, or socio-economic circumstances 
to distort behaviour, causing significant harm.  The 
Act mostly groups children together with other 
‘vulnerable groups’ and vaguely mandates the 
protection of such groups by making sure the AI 
system ‘addresses their specific needs.’ Owners 
of AI systems designated as “high-risk” must 
also take particular account of children through 
a detailed risk management review and build-in 
human oversight and data governance. Guidance 
on how to create (or monitor) AI tools used by 
children is covered more extensively by non-
binding policies, including the UNICEF Guidance 
on AI and Children 2.0. 

 
Age Assurance

When it comes to age assurance, there is no 
obligation to assess age in the DSA. Service 
providers can ensure they are compliant by 
ensuring a high level of privacy, safety and security 
for all users. However, if a provider chooses to 
offer a service that does not meet this bar and is 
not appropriate for children, the provider should 
ensure it is not accessible to them, by means of 
appropriate and proportionate age assurance 
measures. 

This is in contrast with the OSA where all user-
to-user and search services regulated under 
the Act must carry out children’s access 
assessments. Ofcom, the UK’s online regulator 
overseeing enforcement of the OSA, has stated 
that age verification or age estimation is the 
only way companies can conclude that it is not 
possible for children to access their services. UK 
companies are also legally required to use age 
verification or estimation tools to prevent children 
from encountering harmful or age-inappropriate 
content. The age assurance technology should 
be highly effective, technically accurate, robust, 
reliable, and fair. Examples of age assurance 
methods that have the potential to meet these 
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https://www.gov.uk/government/publications/online-harms-interim-codes-of-practice/interim-code-of-practice-on-online-child-sexual-exploitation-and-abuse-accessible-version#section-1-identify-prevent-and-act-on-csea
https://www.gov.uk/government/publications/online-harms-interim-codes-of-practice/interim-code-of-practice-on-online-child-sexual-exploitation-and-abuse-accessible-version#section-1-identify-prevent-and-act-on-csea
https://www.gov.uk/government/publications/voluntary-principles-to-counter-online-child-sexual-exploitation-and-abuse/voluntary-principles-to-counter-online-child-sexual-exploitation-and-abuse
https://artificialintelligenceact.eu/#:~:text=What%20is%20the%20EU%20AI,AI%20to%20three%20risk%20categories.
https://www.unicef.org/innocenti/projects/ai-for-children
https://www.unicef.org/innocenti/projects/ai-for-children


22criteria include photo-ID matching, facial age 
estimation or reusable digital identity services. 
Examples of age assurance methods that are not 
highly effective include payment methods that 
do not require the user to be over 18 and simply 
stating in a company’s terms and conditions that 
the service is for over 18s only. 

 
Other Regulatory Efforts

Beyond the regulation highlighted above, 
the European Commission has adopted 
a Recommendation on developing and 
strengthening integrated child protection systems 
in the best interests of the child on 23 April 2024. 
It encourages a multidisciplinary approach to child 
protection, where educators, health professionals, 
law enforcement, companies, authorities at 
different levels, and other key stakeholders 
work collaboratively for offline and online child 
protection in a systemic and complementary 
way.  This is likely to shape the future direction, 
initiatives, and legislation emerging out of Europe 
in the years ahead. Inclusion of children in the 
consultation and even co-creation of relevant 
projects to protect children will progress, through 
initiatives like the new EU Children’s Participation 
Platform, which works at EU and national levels 
to provide children with a safe space to have their 
say in important decisions. 
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https://eu-for-children.europa.eu/about/who-we-are
https://eu-for-children.europa.eu/about/who-we-are


23Section 3: Current Deficiencies in Online 
Safety Regulation Impacting Youth       

When considering the current and forthcoming 
landscape of platform governance through federal 
legislation, certain challenges, deficiencies, and 
gaps have emerged.  Some of the regulation is 
based on an incomplete understanding of the 
risks of online engagement to youth, as discussed 
above, while other regulations have emerged 
largely because of social and political pressure (i.e., 
a need to demonstrate action) in the public eye, 
therefore, it is unclear whether this regulation will 
serve the purpose as envisioned. Below, we detail 
major concerns with these legislative initiatives 
before suggesting a more optimal approach that 
addresses those inherent limitations. 

 
Restrictive Approaches to Digital 
Engagement Not Informed by Research

It is worth a deeper dive to explore a potential fallacy 
behind the legislation focused on social media use 
by youth: the assumption that if platforms simply 
provide more controls to parents and create more 
restrictive, controlled spaces in which to interact, 
the mental health epidemic would measurably 
recede. Researchers and experts have already 
noted the multifaceted complexities associated 
with the state of youth today, and so such a 
belief is reductionist at best. There is a need to 
augment the ability of parents, families, youth 
organizations, communities, and other institutions 
to meaningfully come alongside teens and give 
them what they need: a comprehensive support 
system that fosters critical skills (self-control, self-
regulation, self-awareness, empathy, resilience, 
digital citizenship, digital literacy, emotional 
intelligence, and resilience). This approach 
should encompass education on healthy online 
behaviours, critical thinking skills to navigate 
interpersonal challenges, and the development of 
robust offline support networks. 

In the United States, prohibitionist approaches 
have historically failed to work,98-102 lack clear 
scientific backing,103-106 are often circumvented,107 

and violate the right to free expression and 
access to information.108 As an example, society 
has spent many years focused on the purported 
relationship between violent video games and 
violent behaviour, and legislation was created to 
safeguard children by preventing distribution of 
video games with certain violent content to minors. 
However, the courts soon granted injunctions 
against certain state laws in Oklahoma, Illinois, 
Michigan, Minnesota, California, and Louisiana 

largely because the research was either missing, 
weak, or inconclusive. Even the renowned 
American Psychological Association (APA) stated 
in 2020 that there is “insufficient evidence to 
support a causal link”.109 

What is more, the APA articulated that “Violence 
is a complex social problem that likely stems 
from many factors that warrant attention from 
researchers, policymakers, and the public. 
Attributing violence to violent video gaming is 
not scientifically sound and draws attention 
away from other factors.”110 Government reports 
from Australia111 and Sweden112 also conclude 
that clear empirical evidence related to this 
proposed relationship is lacking. Numerous cross-
sectional and longitudinal studies indicate that 
playing violent video games does not increase 
the likelihood of aggression or violence.113-116 

Relatedly, research involving over one thousand 
British youth between the ages of 14 and 15 did 
not find a positive association between recent 
violent video game play and self-assessment of 
aggressive behaviour. Beliefs about an expected 
link may persist because of confirmation bias, 
selective reporting, selective attention,117 and the 
precautionary principle.113 where policymakers err 
on the side of caution and put protections in place 
when there may be a risk, even if it has not been 
shown empirically as of yet.

Lessons can also be learned from what we know 
about excessive video gaming practices. Research 
has identified that extreme overuse is linked 
to various adverse outcomes, including poorer 
interpersonal relationships, impaired school or 
work performance, and neglect of hygiene and 
other personal needs.118, 119 Furthermore, since 
many games are immersive in nature, many gamers 
spend a significant number of hours per week 
playing but relatively few experience problematic 
consequences.120, 121 This fact seems to suggest 
that those resultant negatives occur because of 
the characteristics of the individual gamers as 
compared to the games themselves.106, 118 

As has been the trend, governmental regulation 
emerged as a potential approach to tackle 
problematic video gaming among youth, drawing 
parallels with strategies implemented to combat 
substance abuse and addiction in various 
nations.122 South Korea’s “Cinderella Law” of 2011 
is a notable example, where the national assembly, 
concerned about the impact of social media and 
gaming on children’s mental health, sleep quality, 
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24and academic performance, implemented a 
ban forbidding children aged 15 and younger 
from using the internet between 12am and 6am. 
Violating this law could result in penalties of up to 
two years imprisonment or a fine of approximately 
$9,000 USD. However, research showed that this 
decade-long ban had minimal impact, reducing 
internet use by less than five minutes in the first 
two years (returning to baseline within three 
years), improving sleep duration by only two 
minutes per night, and having no effect on test 
scores.123 The ineffectiveness of these regulations 
in South Korea relates to various factors, including 
youth still being able to use non-online games and 
apps after hours, log in with ID cards belonging to 
parents or older siblings/friends, or prioritize use 
during the other eighteen hours of the day. 

Research from various countries has also 
demonstrated that nationwide restrictions are 
ineffective in curbing excessive video gaming 
among youth. Similarly, China’s restriction limiting 
under-18s to 90 minutes of daily gaming (or 3 
hours on public holidays) failed to decrease “heavy 
gaming” (defined as playing for over four hours a 
day, six days a week), as revealed by an analysis 
of 7 billion hours of gaming over 22 weeks from 
188 million gamer profiles in late 2019 and early 
2020.124 Unexpected consequences also resulted 
in other contexts; an experiment among gamers in 
South Africa identified that users were left upset 
and unsatisfied after being forced to stop their 
gaming activity at a specific time, intensifying 
their desire to play more immediately.125 When 
considering these less-than-desirable outcomes 
in the past, it appears that bans and restrictions 
may not hold much promise. However, current 
interest and momentum in society remains high, 
as Australia passed a new law on November 
28, 2024 to ban youth under the age of 16 from 
using major platforms such as TikTok, Instagram, 
Snapchat, Reddit, Facebook, and X (while 
excluding YouTube, WhatsApp, and various 
educational platforms like Google Classroom). 
This law is expected to take effect in late 2025, 
in an attempt to give social media platforms time 
to develop appropriate age assurance systems to 
comply with this law.

The DSA primarily emphasizes children’s rights 
to safety, privacy, and security, while giving 
less attention to their fundamental rights of 
expression and participation. A holistic approach 
grounded in the Charter of Fundamental Rights 
of the European Union should balance both risk 
prevention and the promotion of children’s assets 
and rights. A predominantly restrictive approach 
may fall short of achieving its intended outcomes; 
as such, implementing regulations in a way that 
both enhances child participation and addresses 

risks and harms is more likely to yield sustainable, 
realistic outcomes—acknowledging both safety 
concerns that can arise, as well as the legitimate 
and important desires of youth to engage and 
connect online. 

 
Lack of a Systematic, Data-Informed 
and Evidence-Driven Approach 

In addition, much of the legislation currently in 
place or proposed in Europe and globally lacks 
a substantive evidence base to support its 
directives. The 2024 BIK Policy Monitor Report126 

assesses the state of digital policies based on the 
recommended measures of the European Strategy 
for a Better Internet for Kids (the BIK+ strategy)93 

against the background of significant changes in 
the legislative and regulatory landscape across 
all 27 EU Member States, Iceland, and Norway. 
From a data collection perspective and evidence-
based approach to regulation, the study found 
that only 8 out of the 29 countries report regular 
data collection on children’s digital activity. About 
half (14 countries) indicated that there is limited 
or no data collection at the national level on what 
youth do online, and only 8 out of 29 countries 
report systematic monitoring and evaluation of 
their policies on this topic (Cyprus, Germany, 
Hungary, Italy, Luxembourg, the Netherlands, 
Portugal, and Romania). Indeed, most countries 
state that policies are monitored and evaluated ad 
hoc but not systematically. This points to a gap 
in the current regulatory environment in evidence-
based policy formation based on robust, recent, 
and representative data sets. Up-to-date empirical 
evidence about children’s digital engagement 
must inform policies to make them more effective.

 
Lack of Standardization of Safety 
Practices Across Platforms

The digital safety landscape for youth varies 
considerably across social media platforms, 
with significant disparities in user controls, 
parental supervision features, educational 
resources, formal policies, and content 
moderation practices. This fragmentation 
stems from companies historically approaching 
trust and safety issues independently, with 
minimal inter-platform coordination and varying 
resource allocations. While acknowledging these 
differences, legislative initiatives should establish 
a universal baseline of essential protections and 
verification mechanisms across all platforms. 
Doing so would eliminate inconsistencies in youth 
online experiences and create more predictable 
and safe online experiences. By establishing 
universally agreed-upon baseline protections, 
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25platforms can collectively contribute to youth 
well-being while maintaining their unique features 
and competitive advantages.

As just one example, currently, there are not 
universally accepted content moderation 
standards established by regulators that are 
mandated to apply equally across social media 
platforms. Whilst the DSA and OSA address parts 
of the content moderation practices undertaken, 
they do not comprehensively cover all relevant 
aspects that should be regulated. For example, 
standards that guide acceptable accuracy levels, 
training, moderator well-being, use of outsourcing, 
or other important aspects of content moderation 
decisions, would enable adherence to a minimum 
safety baseline when it comes to content moderation 
across the industry.  This could follow similar models 
to regulation of physical toys in Europe (discussed 
further in the next section). Whilst standards exist 
in some areas such as age-appropriate design, 
age verification, tackling AI-generated CSAM, and 
others, none of these are mandated by regulators 
uniformly across Europe for platforms to adhere to. 

Disregard for the Reality of Access 
Circumvention

Legislation limiting youth access to major social 
media platforms presents numerous challenges. 
These restrictions potentially infringe upon 
children’s digital rights, specifically Article 31 of the 
UN Convention on the Rights of the Child, which 
recognizes every child’s right to play—inclusive of 
social media engagement. Historical precedents 
demonstrate the inefficacy of prohibitionist 
approaches, as evidenced by unsuccessful 
bans on substances and activities such as video 
gaming. Similar restrictions on social media 
access may yield comparable results. Youth often 
circumvent such bans by utilizing older siblings’ 
accounts, employing Virtual Private Networks 
(VPNs) or proxies, or migrating to lesser-known 
platforms with potentially fewer safety measures.

Additionally, youth experiencing issues on social 
media may be less likely to seek help from parents 
or guardians if social media is seen as something 
dangerous to be avoided rather than a tool that can 
support their personal and professional growth. 
This approach also fails to prepare young people 
to engage responsibly and intelligently with social 
media and technology when they are older. Such 
legislation may also disincentivize tech companies 
from designing youth-friendly products, services, 
environments, and controls. Lastly, and as 
mentioned earlier, youth from marginalized or 
minority groups who rely on social media to find 
community, support, and hope may be denied 

this opportunity to meet the basic human need 
for connection and belonging. For some young 
people, social media and online technologies are a 
lifeline. However, legislators and governing bodies 
appear to overlook or underestimate the critical 
role these platforms play in supporting vulnerable 
youth, potentially jeopardizing a vital resource for 
those who need it most.

 
Lack of Monitoring Structure to 
Measure Effectiveness of Policy 
Interventions and Regulation 

The increasing scrutiny of social media companies 
and digital platforms has increased demand for 
clear, measurable indicators of trust and safety 
improvements. As governments and regulatory 
bodies propose and implement new laws to induce 
meaningful trust and safety enhancements, there 
is a pressing need for Key Performance Indicators 
(KPIs) that can effectively gauge the success of 
these initiatives. With current regulation established 
in Europe, particularly with the DSA, measurement 
frameworks (or KPIs) to evaluate the effectiveness 
of the regulation have not been established and/or 
publicly shared. Therefore, it is unclear as to if/how 
the success of this regulation is intended to be 
gauged. However, some progress has been made 
when examining the suggested implementation of 
the Online Safety Act (OSA).      

In 2024, Ofcom partnered with State of Life (SoL), 
a social impact think tank in the UK, to determine 
an optimal action plan for evaluating youth online 
safety measures.  In its feasibility report, the SoL 
team suggested that Ofcom should focus on using 
four personal well-being questions from the Office 
of National Statistics (which include measures on 
life satisfaction, worthwhile activities in one’s life, 
happiness, and anxiety), as well as other existing 
“domain-specific” questions that connect well-
being to online activity and safety in user surveys.127 
While establishing causality would be challenging, 
it was recommended that Ofcom monitor well-
being trends before, during, and after the OSA’s 
phased rollout to assess the impact of the 
regulation. Finally, they propose a dual application 
of well-being measures as both an outcome 
indicator of online harms and a predictive tool for 
identifying at-risk youth. This approach could help 
pinpoint children in particularly vulnerable groups 
who may be more susceptible to online dangers or 
prone to experiencing heightened negative effects 
when exposed to harmful content. 

By leveraging these insights, companies can refine 
their educational initiatives and content moderation 
strategies, creating more targeted and effective 
safeguards for diverse youth subpopulations on 
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26their platforms. Ofcom’s consideration of well-
being metrics aligns with broader international 
efforts to measure societal progress beyond 
traditional indicators. We strongly recommend that 
all countries work with third-party researchers to 
determine what validated measures to use to assess 
the complex interplay between online interactions 
and youth well-being and implement systems in 
place to collect and evaluate these data yearly. 

Fragmentation and Inconsistencies 
within and across Europe 

In the EU, most countries have either enacted 
or are actively drafting legislation to give effect 
to the DSA and other EU laws. Six countries 
report that they have codes of conduct at the 
national level to accompany such laws (Germany, 
Ireland, the Netherlands, Portugal, Romania, and 
Sweden). In addition, 16 countries have codes of 
practice that seek to protect children as young 
digital consumers.  Laws against intimate image 
abuse and cyberbullying are reported to be 
widely available. To that end, 26 countries report 
that there are relevant laws or policies in place to 
address intimate image abuse, while 20 countries 
report laws and policies to address cyberbullying. 
These refer to laws and policies in place before 
the DSA entered into full effect on 17 February 
2024. 

However, the 2024 BIK Policy Monitor Report,126 
highlighted a number of issues with the 
implementation of the strategy thus far, including 
fragmentation and inconsistency across member 
states. For example, only six out of 29 countries 
stated that a central ministry office, public agency, 
or regulatory authority is formally mandated to 
lead on and develop BIK-related policies (Cyprus, 
Croatia, Ireland, Italy, Norway, and Portugal). 
Over half report that policy development occurs 
across a range of ministries and that there is no 
lead ministry or agency with a specific assigned 
responsibility. Eight of the 29 countries say there is 
a clearly defined mechanism to coordinate cross-
cutting policy issues and stakeholder involvement 
on BIK-related issues (Cyprus, Hungary, Ireland, 
Iceland, Italy, Norway, Portugal, and Slovakia). 
One-third, or ten out of 29 countries, report a 
national action plan on BIK-related topics with 
defined timelines, assigned responsibilities, and 
KPIs  (Cyprus, Hungary, Ireland, Iceland, Italy, 
Malta, Portugal, Romania, Slovenia, and Slovakia) 
in place.

When it comes to implementing the Digital Services 
Act, some member states are clearly lagging in 
their enforcement plans, leading to a fragmented 
approach across the EU. In April, the European 

Commission decided to open infringement 
procedures by sending letters of formal notice 
to six Member States where significant delays 
in the designation and/or empowerment of their 
Digital Services Coordinators were expected. At 
that time, Spain, Poland, and Slovakia still had 
to designate their Digital Services Coordinators 
(DSC). In addition, despite designating their 
Digital Services Coordinators, Cyprus, Czechia, 
and Portugal still have to empower them with the 
necessary powers and competencies to carry out 
their tasks, including the imposition of sanctions 
in cases of non-compliance. In the meantime, 
Estonia and Slovakia have formally designated and 
empowered their Digital Services Coordinators.

On 25 July 2024, the European Commission 
decided to open infringement procedures by 
sending letters of formal notice to six additional 
Member States, namely Belgium, Spain, Croatia, 
Luxembourg, the Netherlands, and Sweden, 
for similar delays. As of December 16, 2024, 
Belgium, Bulgaria, Spain, The Netherlands and 
Poland still have to designate or empower their 
Digital Services Coordinators with the necessary 
powers and competencies to carry out their tasks, 
including the imposition of sanctions in cases of 
non-compliance.

Even once all DSCs are designated, there is a large 
variance in the types of entities that have been 
assigned this role; most EU states have added the 
DSC portfolio to pre-existing roles such as within 
telecommunications regulators or consumer 
protection authorities. These regulators agencies 
may lack the expertise and understanding of the 
multifaceted nature of children’s rights online. As 
highlighted by child safety experts:

“That inconsistency promises inconsistency and 
delay in regulatory practice across the EU and 
potentially places an undue burden on regulators 
who are educated in children’s online protection, 
practices, and rights. The law’s implementation 
would benefit from the attention of the European 
Board for Digital Services (composed of member 
states’ DSCs) to the challenges this diversity 
of backgrounds and knowledge represents 
and educate their members accordingly, with 
youth participation included. Research and 
coordination are needed to ascertain what DSCs 
need to know and where training is needed to 
effectively implement the child-focused aspects 
of the DSA.”128 

In order for this regulation to be effective, the 
European Commission should ensure more uniform 
implementation and appropriate expertise across 
member states.
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27Lack of Clarity on Balancing Tension 
between Privacy and Safety 

In many areas of digital regulation, there is not 
clear or effective guidance on balancing privacy 
and safety goals when those are in tension. This 
has been the case in multiple areas. The first 
is the debate about the use of age verification 
technologies. This is important for a multitude 
of reasons. The first is because real-world data 
shows that many underage users are on social 
media. Research by Ofcom found that fifty-
one percent of children aged under 13 – which 
is commonly the minimum age requirement for 
many social media platforms – report using social 
media sites/apps.129 They also identified that forty 
percent of 8-17 year olds admit to having provided 
a fake age to obtain access to a new site or app. 
Therefore, age verification and enforcement is 
important given the ability to otherwise quite easily 
circumvent age restrictions. 

Secondly, in order to protect children without 
infringing on the rights of adults, there needs to 
be an effective way to either assess, estimate or 
verify the age of individuals on a platform. This is a 
major policy issue in many countries and with new 
legislation being proposed/developed. In the EU, 
four countries (Germany, Denmark, Estonia, and 
Lithuania) state that a policy on age verification is 
in place, while eleven countries indicate that this 
is actively under development. Just under half 
of those countries surveyed (14 out of 29) have 
digital identity systems for minors. However, these 
are generally available only to those over 14.126 

Many stakeholders believe that age verification 
in its current form(s) poses too large an intrusion 
on privacy. Others highlight various advances 
in technology approaches such as use of zero-
knowledge proofs to maintain privacy whilst 
passing age checks to platforms. The Digital 
Trust and Safety Partnership has conducted an 
analysis of various age assurance methods and 
highlighted the challenges and best practices of 
different approaches.94 Many stakeholders have 
argued that age verification is necessary given the 
significant risks of accessing apps not intended 
for children (or children under a certain age). There 
is not a single, cohesive legislative framework 
around age assurance across Europe and the best 
approach to balance multiple goals of preserving 
privacy whilst ensuring effectiveness. Many child-
safety groups highlight the role that device-level 
age verification can effectively play in addressing 
privacy and other potential risks (discussed in 
Section 4 of this report).

 

Lack of Clarity in Legislative Language

The effectiveness of youth online safety legislation 
will always hinge on the measurability of its 
requirements. Vague language, such as protecting 
youth users against content “of the kind which is 
considered to present a material risk of significant 
harm to an appreciable number of children” (from 
the OSA), leaves too much room for interpretation 
and potential misapplication. One concern has 
to do with the effect of moral panics, which can 
drive policy in counterproductive ways. Over 
the years, various moral panics have emerged, 
such as the Momo Challenge and the Skibidi 
Toilet Syndrome130, 131 causing alarm among 
youth-serving adults despite lacking substantial 
evidence of broad participation. Similarly, the 
media attention and political energy devoted to 
the perceived threat of child predators lurking in 
chatrooms and on social media sites was often 
disproportionate to the actual prevalence of such 
incidents.132, 133 These examples underscore the 
importance of specificity in legislative wording, 
because platform actions must be centred on 
preventing historically proven risks and harms to 
youth instead of feeling obligated to respond to 
hoaxes, sensationalistic but short-lived trends, or 
anecdotal events that flare up in the zeitgeist but 
then quickly fade out because there was no true 
threat with significant, measurable impact. Said 
another way, platforms need to avoid reactionary 
policies driven by unfounded fears or exaggerated 
worries.

Moreover, attempting to respond to vague 
requirements in EU online safety laws creates an 
undue burden on social media platforms, as they 
are left to interpret ambiguous expectations. This 
lack of clarity can lead to several challenges worth 
mentioning. First, it forces platforms to make 
subjective judgments about content moderation, 
potentially resulting in inconsistent enforcement 
across different services. This inconsistency can 
confuse users and create an unevenness in how 
companies operate in EU countries. Second, 
vague requirements may lead to overzealous 
content removal as platforms err on the side of 
caution to avoid potential legal repercussions. This 
contravenes the fundamental goal of upholding 
children’s digital rights by infringing upon the 
freedom of expression and access to information 
that youth must be afforded. Third, ambiguity in 
the language of regulations can hinder innovation 
and investment in the digital sector, as social 
media platforms may be hesitant to introduce 
new features or services without clear compliance 
guidelines. This uncertainty can stifle technological 
advancements that might greatly support youthful 
populations, and lead to confusion in where 
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28resources should be best allocated to accomplish 
trust and safety goals.

To address these issues, EU lawmakers should 
strive to provide more precise definitions and 
more explicit guidelines in online safety legislation. 
Clear, empirically measurable requirements 
guard against misinterpretation and overbroad 
application and provide platforms with definitive 
targets for their prevention and response actions. 
This enables tech companies to allocate their time 
and resources efficiently and effectively, rather 
than burdening them with ambiguous requests that 
may lead to ineffective measures or unintended 
consequences.           

E
M

P
O

W
E

R
IN

G
 A

N
D

 P
R

O
T

E
C

T
IN

G
 E

U
R

O
P

E
A

N
 Y

O
U

T
H

 O
N

LI
N

E
   

|  
 F

E
B

R
U

A
R

Y
 2

02
5 

  |
   

S
E

C
T

IO
N

 3
: C

U
R

R
E

N
T

 D
E

FI
C

IE
N

C
IE

S
 IN

 O
N

LI
N

E
 S

A
FE

T
Y

 R
E

G
U

LA
T

IO
N

 IM
PA

C
T

IN
G

 Y
O

U
T

H
      



29Section 4: A New Framework on Youth 
Online Safety Regulation Across Europe  

The SAFEST Model

To serve as a template for Youth Online Safety 
regulation across the EU, we have built a model 
consisting of six critical components that must 
remain top-of-mind when considering social 
media platform operations and their impact on 
youth development, well-being, and digital rights. 
This, we believe, is the most optimal way to 
balance protection with empowerment to ensure 
that youth can safely participate in digital spaces 
without being restricted in ways that hamper 
their development and skill-building. This model 
considers both the risks and opportunities of 
online engagement and recognizes that effective 
youth safety measures must go well beyond 
restrictive policies and supervisory approaches. 
Regulators therefore can set guidance on 
controllable determinants of youth online safety 
and work toward key pillars of digital engagement 
via six essential components:
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Safety and Protection 
from Harms 

Children must be protected from 
online harms, including harassment, 
exploitation, and abuse

 
Autonomy 
and Choice  
 
Children should be respected, heard, 
and empowered to make informed 
choices

 
Free Expression & 
Information Exchange 

Children should be able to freely 
express themselves and participate 
meaningfully online

 
Evidence-based Practices  
 
Children need research-informed and 
data-driven products, policies, and 
protections to serve and support them

 
Security 
and Privacy 

Children’s data and online activities 
must be protected through robust 
safeguards

 
Transparency

Children and caregivers deserve clear 
information about how platforms affect 
their rights



30Recommendations for Regulators to 
Support Harmonized Youth Online 
Safety Legislation 

To effectively protect youth in the digital age, EU 
regulators must take a comprehensive, multi-
faceted approach to oversee and guide digital 
platforms. This includes mandating device-level 
age verification systems that balance security 
with privacy, providing clear guidance on age 
assurance technologies and content rating 
systems similar to those used in gaming and film 
industries, and creating incentive structures that 
encourage platforms to exceed minimum safety 
standards. The regulatory framework should also 

establish conformity assessments and safety 
standards comparable to those in the toy industry, 
while strengthening law enforcement efforts to 
address crime online. Additionally, regulators 
should implement robust remediation plans 
when safety issues are identified, similar to how 
other regulatory bodies like the Federal Aviation 
Administration operate. In the sections below, we 
expand on these recommendations to establish 
a collaborative rather than antagonistic process 
between regulators and platforms, ensuring that 
youth safety online remains the paramount priority 
and that platforms have clear, actionable guidance 
for implementing key protective measures 
effectively.

Mandate Verification of Age at the Device Level   

(Safety and Protection from Harms, Security and Privacy)

Historically, there has been a tension between safety and privacy on the Internet, even 
though at times these rights may reinforce each other. Companies need to collect and 
store user data to optimally safeguard users online through, for example, authentication 
systems, data backups, and intrusion detection systems. This can sometimes undermine 
privacy goals and render users vulnerable to various forms of online victimization such 
as identity theft, data breaches, unauthorized access to personal information, targeted 
phishing attacks, and potential data misuse by third parties. Additionally, this stored 
data could be subject to government surveillance or subpoenas, which compromises 
user privacy. Security may come at the cost of complete privacy when considering the 
intricacies and nuances of ensuring youth safety on social media platforms. 

In this vein, collecting user data related to age is necessary to provide customized 
content recommendations, facilitate relevant advertising, and inform any age-gating 
approaches (e.g., parental controls, restricting mature content, constraining direct 
messaging capabilities and search functionality, providing time limits, and more). 
Unfortunately, age is not the only data point necessary to collect because minors may 
provide false information, use borrowed credentials, or employ unethical verification 
tactics to circumvent age-gating. Compounding this situation is another tension between 
age verification and industry-wide principles of data minimisation. Companies cannot 
provide a broad suite of safety restrictions and features to youth and their parents, 
though, without verifying their identity, their relationship, and their behaviours on the 
platform. As tends to be the case, the challenge lies in finding the right balance.

Historically, age verification on social media platforms (if it occurred at all) has been 
facilitated through the use of government ID verification, parental verification, selfies and 
age inference tools134, 135 and can be used to identify which users are minors and thereby 
require additional protections or guardrails. However, we advocate for age verification 
to be implemented at the device or operating system level, and strongly recommend 
that regulators establish this as a mandatory standard. Unlike the fragmented approach 
of app-specific verification, system-level age verification provides a more streamlined, 
private, and uniform solution.

The key argument is that the initial point of age verification should occur when a parent 
or guardian first purchases and sets up a phone for their child. At this opportune 
moment when registering the device and signing up for cellular services, the child’s 
birthdate can be collected and securely stored in a protected area of the device. This 
secure storage would be in a dedicated, encrypted section of the device’s storage, 
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often referred to as a “secure enclave” or “trusted execution environment.” These are 
hardware-backed secure storage areas designed to protect sensitive information from 
unauthorized access. Such an approach leverages the fact that parents or guardians 
are typically present during the initial device setup, and would provide a more reliable 
and trustworthy source for age information. Once this birthdate is securely stored in 
the device, it can serve as a centralized, authoritative source for age verification across 
all apps and services. This method would eliminate the need for individual apps to 
repeatedly ask for age information, reducing the risk of inconsistent or false information 
being provided.

Many child-centric non-profits including the International Centre for Missing and Exploited 
Children (ICMEC) and Crime Stoppers International have voiced their support for device-
level age verification,136, 137 citing the ease of implementation, enhanced accuracy and 
reliability, consistency and standardization, improved security and privacy, and other 
benefits of this approach. These organizations highlight how device-level verification 
is able to leverage biometric authentication and secure hardware already embedded 
in phones, laptops, tablets, gaming consoles, and other devices to provide a high level 
of accuracy that surpasses traditional methods like self-reported birthdates, which are 
highly susceptible to misrepresentation and circumvention. 

This device-level approach places the responsibility on device manufacturers to maintain 
and secure this sensitive information rather than distributing it across multiple third-
party companies, each with differing sets of standards, architectures, philosophies, and 
resources. It is also more efficient than requiring each platform to implement its own age 
verification process. While the sensitive nature of age verification data is undeniable, and 
storing it at the device level may appear to create a central point of failure in case of data 
breaches, this approach actually reduces overall risk compared to having multiple social 
media companies independently store and manage this information. By centralizing age 
data in a secure, encrypted format on the device, the number of potential vulnerabilities 
is minimized. 

To reiterate, a device-level approach distributes the risk across individual devices, 
limiting the potential impact of a security breach to a single user’s data instead of 
compromising a centralized database that contains the data of all users. Age information 
would be cryptographically hashed and stored, with only the necessary access tokens 
or age-range indicators shared with individual apps. This way, platforms receive only 
the minimum required information to implement age-appropriate content restrictions, 
additional safeguards, and parental supervision tools, without having direct access to 
the child’s exact birthdate. This method maintains user privacy while enabling platforms 
to fulfill their responsibilities in protecting younger users. 

While implementing age verification at the device level presents challenges, particularly 
in scenarios involving multiple users on a single device (e.g., siblings sharing a phone or 
tablet) or users transitioning between devices, these are not insurmountable obstacles. 
The tech industry has a proven track record of developing solutions for complex user 
authentication and profile management issues. For instance, modern operating systems 
already support multiple user profiles on shared devices, and cloud-based services 
enable seamless transitions between devices while maintaining user-specific settings 
and restrictions. Building upon these existing technologies, it is feasible to create a 
robust, device-level age verification system that can accommodate various use cases 
while maintaining security and privacy.
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Guidance on Use of Age Assurance Technology 

(Safety and Protection from Harms, Security and Privacy)

Another key task for regulators is to provide an evaluation of various age assurance 
technologies. This is so that device manufacturers and app store providers are able to 
incorporate guidance on what is an appropriate balance of safety, privacy, security, and 
effectiveness when determining a risk-proportionate age assurance method to select. 
While organizations like the National Institute for Standards and Technology (NIST) have 
conducted a Face Analysis Technology Evaluation for Age Estimation & Verification 
(FATE AEV) – “an ongoing evaluation of software algorithms that inspect photos of a 
face to produce an age estimate,” other methods should be explored so that a risk-
proportionate approach to their use can be leveraged. In addition, regulators could 
mandate certain standards are adhered to when these companies use age assurance 
technologies. Particularly, regulators could mandate that companies follow the European 
standardisation bodies ETSI (European Telecommunications Standards Institute) and 
CEN-CENELEC (CEN - European Committee for Standardization / Comité Européen de 
Normalisation; CENELEC - European Committee for Electrotechnical Standardization / 
Comité Européen de Normalisation Électrotechnique Workshop), or other international 
organisations such as the Institute of Electric and Electronic Engineers (IEEE)138 that 
have laid out appropriate and proportionate age assurance measures that:

∙	 Adhere to data minimisation in order to be privacy-preserving, only collecting data 
that is necessary to identify the age, and age only, of a user;

∙	 Protect the privacy of users in line with GDPR and other data protection rules and 
obligations;

∙	 Are proportionate to the risk of harm arising from usage, and the purpose of the age 
assurance solution employed;

∙	 Are easy for children to understand and considerate of their evolving capacities;

∙	 Are secure and prevent unauthorised disclosure or safety breaches;

∙	 Provide routes to challenge and redress if the age of a user is wrongly identified;

∙	 Are accessible and inclusive to all users, particularly those with protected 
characteristics;

∙	 Do not restrict children from services or information that they have a right to access;

∙	 Provide sufficient and meaningful information for a user to understand how the age 
assurance system works, in a format and language they can easily understand – 
including children;

∙	 Are effective in assuring the actual age, or age range, of a user; and

∙	 Anticipate that users may not tell the truth, and do not rely solely on this information.
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https://pages.nist.gov/frvt/html/frvt_age_estimation.html
https://pages.nist.gov/frvt/html/frvt_age_estimation.html
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Guidance on Age-Appropriate Content Through Ratings Systems 

(Safety and Protection from Harms, Autonomy and Choice)

While restrictions on content for children can help safeguard against seeing harmful or 
illegal content, regulators should provide more specific guidance on age appropriateness 
of content so that platforms are better able to tailor safe and relevant experiences for 
youth. By way of example, the video game industry’s Entertainment Software Rating 
Board (ESRB) system demonstrates how detailed content rating frameworks can 
effectively guide age-appropriate experiences. The ESRB combines clear age categories 
with specific content descriptors that help parents understand exactly what their children 
might encounter in a game. For instance, when a game receives a “Teen” rating, it 
comes with detailed descriptors explaining whether it contains elements like fantasy 
violence, crude humour, or strong language. It also considers “Interactive Elements” 
such as unrestricted access to the Internet, in-game purchase options, “the ability to 
display the user’s location to other users of the app” or “possible exposure to unfiltered/
uncensored user-generated content, including user-to-user communications and media 
sharing via social media and networks” in its approach. 

Similarly, in the film and movie industry, the Classification and Ratings Administration 
(CARA), an independent division of the Motion Picture Association (MPA) of America, 
provides ratings and content descriptors to help guide parents and caregivers as to 
whether a movie is age appropriate for their children. They also provide theatres with 
guardrails as to who to allow to enter a movie theatre on their own (e.g. a child would 
typically not be allowed to purchase a ticket and enter a theatre for adult-oriented movies 
in any responsibly run venue).  The ratings provided as guidance are G for content that is 
suitable for general audiences, PG (Parental Guidance suggested) as some material may 
not be suitable for children,  PG-13 (Parents Strongly Cautioned) as some material may 
be inappropriate for children under 13, R (Restricted) where a child under 17 requires 
an accompanying parent or adult guardian, and NC-17 where no one 17 and under 
is admitted. Ratings are assigned by a board of parents and guardians who consider 
factors such as violence, sex, language and drug use, and then assign a rating they 
believe the majority of American parents would provide.

In the UK, the British Board of Film Classification’s (BBFC) system offers another model 
to consider emulating, particularly with regard to how it evaluates content impact and 
context. Their compliance officers are tasked with examining specific elements including 
dangerous behaviour, discrimination, drug use, horror, nudity, and sexual content while 
also considering the broader context and emotional impact on viewers. This provides an 
illustration of how content ratings can go beyond simple age bracketing and perceived 
developmental maturity to the thoughtful consideration of psychological effects and 
cultural sensitivities. The widespread adoption of these systems proves that structured 
content guidelines for youth safety can be successfully scaled. Regulators can learn from 
these frameworks to create standardized, age-bracketed categories for appropriateness 
in both content and interactive features to meaningfully guide the social media industry 
in the experiences they are curating for children. 

The digital landscape needs comprehensive regulatory standards for age-appropriate 
content across social media platforms. A unified regulatory framework would establish 
consistent guidelines that all platforms must follow, regardless of their size or resources, 
ensuring uniform implementation of age-appropriate experiences. This standardization 
would elevate industry-wide safety measures by providing clear operational directives 
for content management based on specific age groups. Beyond addressing illegal 
content or policy violations, these standards would be particularly valuable in managing 
borderline content that may not warrant outright removal but requires careful age-based 
consideration. This includes content featuring mild nudity, mature language, substance 
use references, or similar material that falls into grey areas of content moderation. A 
tiered system differentiating appropriate content for age brackets of 13-14, 15-16, and 17 
years would provide crucial clarity for platforms. To develop these standards effectively, 
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https://www.esrb.org/ratings-guide/
https://www.esrb.org/ratings-guide/
https://www.filmratings.com/Filmmakers
https://www.filmratings.com/Filmmakers
https://www.motionpictures.org/film-ratings/
https://www.bbfc.co.uk/about-classification/classification-guidelines


34regulators should collaborate with a multidisciplinary team of child development experts, 
paediatricians, mental health professionals, digital safety specialists, and parents to 
establish evidence-based guidelines for age-appropriate content. This collaborative 
approach would ensure that content standards align with developmental stages and 
protect young users while still maintaining engaging online experiences.

Regulators should collaborate with experts to develop comprehensive, evidence-based 
guidance for platforms across Europe regarding age-appropriate content and features. 
This guidance should address specific content suitability for narrow age brackets 
spanning 1-2 years, appropriate screen time limits for different developmental stages, 
and design features that align with young users’ cognitive development. Research-
based recommendations should incorporate findings on content impact, given that 
(for example) exposure to positive content correlates with lower depression levels 
while negative content shows a stronger association with increased depression.139 The 
guidance should expand beyond basic content classification to encompass broader 
aspects affecting youth development, including mental health impacts, neurological 
development, self-harm prevention, and overall well-being. By establishing clear 
standards for content classification and protective interventions, regulators can ensure 
platforms implement consistent safeguards across all services accessed by youth. This 
standardized approach would help platforms better understand and address the varying 
developmental needs of different age groups while maintaining uniform protection 
measures across all online products and services that young people use.

Incentives for Positive Change and Driving Innovation in Safety    

(Safety and Protection from Harms)

Lawmakers and regulators have incorporated substantial financial penalties into various 
acts and regulations, under the assumption that these fines will motivate platforms to 
take their responsibilities seriously and implement necessary safeguards. By way of 
example, the Digital Services Act (DSA) imposes significant fines for non-compliance, 
with penalties of up to 6% of a company’s global annual turnover. Similarly, the UK’s 
Online Safety Act (OSA) includes fines of up to 10% of global revenue or a maximum of 
£18 million (whichever is higher) for violations of its rules. The General Data Protection 
Regulation (GDPR) also carries substantial penalties, with fines of up to 4% of global 
annual turnover or €20 million (whichever is higher) for severe violations. The proposed 
AI Act includes maximum penalties of up to €35 million or 7% of worldwide annual 
turnover for non-compliance with prohibited AI practices.

While fines can serve as an effective deterrent, they may contribute to an adversarial 
rather than collaborative relationship between regulators and platforms. As a result, 
companies might disproportionately focus on avoiding penalties instead of innovating 
new safety features or otherwise improving their products and services in unique 
ways. To achieve a long-standing impact with minimal unnecessary obstacles, both 
parties should be induced to cooperate for the overall benefit of youth online. While 
fines have deterrent value, we believe they should be combined with incentives for 
positive changes. Compliance with government mandates should not only result in 
avoiding fines but also be part of a tiered ratings system that encourages platforms 
to exceed minimum compliance efforts. For instance, achieving a certain star rating 
or silver-level compliance could inspire a company to redouble its youth safety efforts 
over the subsequent year as they aim for gold-level recognition. This approach could 
foster healthy competition among platforms to improve baseline safety standards and 
drive industry-wide advancements. What is more, these regulator-provided safety 
ratings could be incorporated into the communications, public relations, and marketing 
strategies of platforms. As companies continually strive to demonstrate their commitment 
to user safety, they could leverage these recognitions to assure families, politicians, and 
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35other stakeholders of their achievement in meeting the highest safety standards. This 
positive reinforcement mechanism could then create a virtuous cycle, where platforms 
are motivated both by the desire to avoid penalties and to be recognised as an industry 
leader in online safety.

A similar model is found with the National Highway Traffic Safety Administration’s New 
Car Assessment Program (NCAP) and Euro NCAP, which uses a 5-Star Safety Ratings 
program to provide consumers with information about the crash protection and rollover 
safety of new vehicles beyond what is required by federal law. The safety ratings cover 
areas such as Adult Occupant Protection (for the driver and passenger), Child Occupant 
Protection, Pedestrian Protection which has been expanded to include cyclists and 
is now known as Vulnerable Road User (VRU) protection, and Safety Assist, which 
evaluated driver-assistance and crash-avoidance technologies. While the rating criteria 
and categories of consideration would be different, this type of public rating system with 
standard tests and objective criteria could be a useful model to apply to social media. 

Continuing with the automotive industry as a parallel for how social media platforms 
should approach youth online safety innovations, car manufacturers have successfully 
transformed safety features from mere regulatory requirements into powerful market 
differentiators and value creators. Recent research indicated that 42% of car buyers 
are willing to switch brands specifically to access superior safety technologies.140 This 
clearly demonstrates how safety innovations can directly influence both consumer 
choice as well as market share. Given this, automobile companies compete with each 
other through continuous innovation in safety features like blind spot cameras, lane 
departure warnings, heads-up displays, and curve-adaptive headlights, social media 
platforms could differentiate themselves through advanced youth protection measures. 
Seatbelts did not give car companies a competitive advantage, nor serve as a growth 
driver, but sophisticated driver assistance systems do by fostering positive attention and 
attracting more customers. As such, platforms should adopt a similar lens and proceed 
in related ways. When they prioritize the safety of youth through tangible innovations 
and make it a core component of their brand identity and marketing strategy, their user 
base and engagement rates should not only grow, but also have a higher quality of 
experiences online.

Adherence to Safety Standards and Conformity Assessments by Notified 
Bodies    

(Safety and Protection from Harms)

The European toy market provides a compelling regulatory model that could inform 
digital safety standards for children. In the EU, physical toys must meet rigorous safety 
requirements, demonstrated by the ‘CE’ (Conformité Européenne) marking, which 
certifies compliance with high safety, health, and environmental protection standards. 
Manufacturers must complete a comprehensive conformity assessment procedure, 
including testing, inspection, and certification, before placing products in the EU market. 
Such a proactive approach prevents non-compliant or unsafe products from reaching 
consumers. The assessment process relies on a network of notified bodies, which 
are organizations designated by EU member states to evaluate product conformity 
according to applicable legislation. These third-party assessors play a crucial role 
when independent verification is required by law. The UK maintains similar stringent 
requirements, including mandatory safety instructions and appropriate warning labels 
for toys.

Just as physical toys can negatively affect the health of children, so also can digital 
products and services provided by social media platforms. Implementing an analogous 
framework for these provisions could significantly enhance online safety for young 
users. While the specific mechanisms for enforcement would need adaptation for the 

E
M

P
O

W
E

R
IN

G
 A

N
D

 P
R

O
T

E
C

T
IN

G
 E

U
R

O
P

E
A

N
 Y

O
U

T
H

 O
N

LI
N

E
   

|  
 F

E
B

R
U

A
R

Y
 2

02
5 

  |
   

S
E

C
T

IO
N

 4
: A

 N
E

W
 F

R
A

M
E

W
O

R
K

 O
N

 Y
O

U
T

H
 O

N
LI

N
E

 S
A

FE
T

Y
 R

E
G

U
LA

T
IO

N
 A

C
R

O
S

S
 E

U
R

O
P

E
 

https://www.nhtsa.gov/ratings
https://www.nhtsa.gov/ratings
https://www.euroncap.com/en/about-euro-ncap/
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Advocate for Improved Law Enforcement Efforts 

(Safety and Protection from Harms)

While certain problematic online activities and behaviours are made criminal offences in 
some regions and contexts and not others, it is important that clarity exists for specific 
online harms that should be formally prohibited by law and deserving of sanction.  To 
effectively protect youth and prevent violence online and offline, regulators must work 
to update criminal codes to address specific threat vectors that are historically being 
prosecuted using outdated and ill-fitting legislation. Further, they must advocate for, and 
help support, new legislation that can address novel instantiations of criminal behaviour 
fostered and facilitated by new technological advances. They must also demand 
improvements in operational protocols to support better coordinated responses, so 
that online misuse or abuse prompts a systematic and coordinated response, instead 
of one that is ad hoc, disjointed, and fragmented. Finally, they must champion better 
coordination of both prevention and response efforts across jurisdictions given that 
some of these offenses span multiple countries. If this does not happen in a timely 
and efficient manner, these legislative gaps will continue to provide opportunities for 
offenders to evade prosecution and exploit differences between legal systems as they 
continue to victimize other users. 

The UK has significantly strengthened its approach to digital crimes through the Online 
Safety Act, which criminalizes cyberflashing with penalties of up to two years in prison. 
The legislation has elevated the sharing of intimate images without consent to a ‘priority 
offence,’ placing it in the highest category of online crimes alongside terrorism and 
drug trafficking. Under this classification, social media platforms must now implement 
proactive measures to prevent and remove such content or risk substantial penalties 
of up to 10% of their global revenue. Clear guidance on exactly what is illegal must be 
provided by regulators to help platforms be consistent in their implementation efforts 
and avoid poor judgement calls on what content or activity needs to be removed.

online space, establishing standardized safety requirements, assessment protocols, 
and authorized third-party verification could create a reliable safety certification system 
for digital products targeting children in Europe. This approach would ensure thorough 
safety evaluation before they become accessible to young users, and can provide a 
clear safety indicator similar to the CE marking for physical toys.

Remediation Plans 

(Safety and Protection from Harms, Transparency)

Regulators must have the authority to require platforms to report all discovered product 
safety issues for thorough assessment and enforcement action. This approach mirrors 
existing regulatory frameworks, such as the Federal Aviation Administration’s power to 
mandate safety fixes from aircraft manufacturers before planes can return to service. 
Similarly, Ofcom enforces strict broadcasting standards and telecommunications 
regulations in the UK, and can leverage its successes to develop tailored regulatory 
frameworks for the unique risks and operational contexts of other industries. 

As another example, the United States Department of Justice (DOJ) demonstrates how 
regulatory bodies can effectively mandate significant changes in corporate behaviour 
through various mechanisms beyond traditional enforcement tools like company 
breakups and fines. These include implementing specific operational changes and 
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37appointing independent compliance monitors to ensure proper corporate conduct. 
This comprehensive approach enables the DOJ to actively shape business practices, 
promote ethical behaviour, and enforce robust compliance across various industries.

European Union regulators wield similar authority through frameworks such as the 
Corporate Sustainability Due Diligence Directive (CSDDD), which empowers them 
to mandate changes when companies fail to meet human rights and environmental 
standards. EU supervisory authorities possess broad powers, including the ability to 
launch investigations, impose substantial penalties of up to 5% of global turnover, and 
implement “naming and shaming” measures for non-compliant companies. However, 
regulatory effectiveness extends beyond mere enforcement powers. Regulators must 
provide social media platforms with clear guidance regarding identified gaps and 
present concrete remediation plans that incorporate specific practices, considering 
those previously reviewed and any new components that emerge over time. Leaving 
platforms to interpret vague regulations independently risks incomplete, inconsistent, 
or ineffective implementation of safety measures. Such ambiguity could lead platforms 
to either adopt a minimalist approach to compliance or implement overly broad content 
moderation policies that potentially infringe on fundamental rights, including children’s 
rights as protected under the UNCRC.
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38Conclusion

In the EU, a harmonized framework is needed to guide the efforts of regulators and platforms with clarity 
and specificity as they endeavour to support youth safety and well-being online. Currently, the legislative 
landscape is limited by an oversimplification of the issues at hand, an incomplete understanding of how 
youth benefit from the affordances of social media, and a fragmented and disjointed set of directives that 
may not achieve the desired outcomes. To be effective, such an approach must balance the objective 
of comprehensive protection with the constraints of practical implementation. It should require system-
level age verification (at the device or OS/App store level), standardized content classification protocols, 
and rigorous safety assessments before platforms can serve young users. Centralizing age verification at 
the device or OS/App Store level would eliminate the need for individual apps to repeatedly ask for age 
information in an inconsistent manner with technologies of varying accuracy and privacy. It would also 
reduce the risk of inconsistent or false information being provided. This approach is likely to drive improved 
accuracy, reliability, and privacy when it comes to developing age-appropriate online experiences, and is 
foundational to the broader recommendations proposed as part of the SAFEST framework.

Successful regulation in this space demands a nuanced, risk-based approach that recognizes the diverse 
landscape of platforms and their varying impact on young users. A streamlined approach must also take 
into account what is known about adolescent development and technology use, and operate in keeping 
with evidence-based knowledge derived from the extant research base. Just as physical product safety 
relies on established standards and verification processes, the harmonized framework also should provide 
clear benchmarks for youth protection, and build in appropriate enforcement mechanisms and regular 
safety audits. In addition, the framework must be outcome-focused rather than prescriptive, allowing 
platforms flexibility in how they achieve certain safety objectives while maintaining consistent standards 
across the industry. It also should embrace an iterative process that enables real-time adjustments based 
on user feedback and emerging risks. Platforms must demonstrate that they understand and are working 
to address risks proportionate to their scale and user base, and are implementing targeted interventions 
that match the severity of potential harms. It is incumbent upon EU regulators to establish clear guidelines 
while fostering innovation in online safety measures, so as to ensure that platforms not only meet minimum 
requirements but are incentivized to exceed them in protecting young users.

Finally, and as referenced throughout this report, we recognize that EU regulators and platforms must 
cooperate in ways that achieve the end goal of optimal youth safety online. The SAFEST framework and 
the regulator-specific recommendations provided above do not discount the critical need for platforms 
(regardless of size) to do their part in implementing specific research-informed policies, protocols, product 
features, and in-house and external initiatives to safeguard and support their user base (see Appendix B 
for an extensive list). Together, EU regulators and platforms must collaborate to create a digital ecosystem 
that not only protects youth from risks and harms, but also cultivates a pathway towards personal and 
professional success. This must be the incontrovertible standard for responsible innovation, both now and 
in the years to come. 

Declaration

This project received funding support from Meta. All analysis and research were conducted independently, 
and all findings and conclusions are solely those of the authors.
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39Appendices
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40Appendix A

CO:RE Content
Child as recipient

Contact
Child as participant

Conduct
Child as actor

Contract
Child as consumer

Aggressive Violent, gory, 
graphic, racist, 
hateful, and 
extremist content

Bullying, hateful 
or hostile peer 
activity (e.g., 
trolling, exclusion, 
shaming)

Bullying, hateful 
or hostile peer 
activity (e.g., 
trolling, exclusion, 
shaming)

Identity theft, 
fraud, phishing, 
scams, gambling, 
blackmail, security 
risks

Sexual Pornography 
(legal and illegal), 
sexuality of culture, 
body image norms

Sexual harassment, 
sexual grooming, 
generation and 
sharing of child 
sexual abuse 
material

Sexual harassment, 
non-consensual 
sexual messages, 
sexual pressure

Sextortion, 
trafficking for 
purposes of sexual 
exploitation, 
streaming child 
sexual abuse

Values Age-inappropriate 
user-generated or 
marketing content, 
misinformation, 
disinformation

Ideological 
persuasion, 
radicalization, 
and extremist 
recruitment

Potentially harmful 
user communities 
(e.g., self-harm, 
anti-vaccine), peer 
pressures

Information 
filtering, profiling 
bias, polarization, 
persuasive design

Cross-cutting Privacy Risks (interpersonal, institutional, and commercial)
Advanced Technology Risks (e.g., AI, IoT, Predictive Analysis, Biometrics)
Risks to Health and Well-Being
Inequalities and Discrimination
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Source: Livingstone, S., & Stoilova, M. (2021). The 4Cs: Classifying Online Risk to Children. (CO:RE Short Report Series on Key 
Topics). Hamburg: Leibniz-Institut für Medienforschung | Hans-Bredow-Institut (HBI); CO:RE - Children Online: Research and 
Evidence. https://doi.org/10.21241/ssoar.71817.

https://doi.org/10.21241/ssoar.71817
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Below, we outline essential steps that social media platforms must take to demonstrate their dedication 
to youth safety—not as a peripheral consideration, but as a core element woven into their operational 
DNA. To be sure, many VLOPs and VLOSEs already implement many of these best practices, but we have 
endeavoured to serve the field by presenting a relatively comprehensive set of research-informed safety 
implementations to guide youth-serving platforms of varying size, developmental stage, and resource 
allocation. Through these steps and over time, companies should be able to demonstrate that they prioritize 
youth safety and well-being throughout every aspect of their products, services, and procedures. As they 
document and communicate their youth safety measures to EU regulators, they must convey current 
compliance by the requirements, and a keen commitment to continuous improvement and proactive 
risk and harm mitigation. All platforms should interpret these steps as an opportunity to showcase their 
dedication to supporting youth, rather than as a bureaucratic burden.

Utilize a Consistent Typology of Online Harms Across Industry and For 
Different Age Levels 

(Safety and Protection from Harms, Evidence-Based Practices, Security & Privacy)

There should be industry consensus around specific risks and harms that platforms 
must endeavour to shield youth from. One method of organization is the Typology of 
Online Harms published by the World Economic Forum in August 2023.141 It categorizes 
various risks and threats in online spaces with a focus on six main areas: threats to 
personal and community safety, harm to health and well-being, hate and discrimination, 
violation of dignity, invasion of privacy, and deception and manipulation.141 Furthermore, 
it encompasses 3 of the 4/5Cs (content, contact, and conduct risks), and acknowledges 
that risks may overlap and intersect and that we need to consider the rights of a child 
when addressing them. 

Social media companies should interpret and use this typology as a common language 
and shared understanding of online safety risks to protect and support youth on their 
platforms. They should implement robust content moderation systems that can identify 
and address threats across all six categories, and develop age-appropriate safety 
features and educational resources based on this typology. Regulation should mandate 
that platforms view online risks and harms through the lens of this typology and be able 
to articulate and prove that they have aligned their safety policies and interventions 
accordingly. In this way, there can be a more consistent and effective approach to youth 
safety across the entire industry.

The Typology of Online Harms must be adapted for minors of different age brackets by 
considering their developmental stages and unique vulnerabilities. For younger children, 
the focus should be on protecting them from immediate safety risks, such as CSAM 
and grooming, while also shielding them from mature content that could harm their 
mental health and well-being. As children enter their pre-teen years, the emphasis must 
shift to prioritize cyberbullying, hate speech, and privacy violations, which become 
increasingly relevant as they begin to engage and explore more independently online. 
For teenagers, the typology must be applied in a comprehensive manner that addresses 
all six categories of harm. Given their specific vulnerabilities and developmental needs, 
this age group may require particular attention to harms related to romantic interactions, 
deception, and manipulation, as well as protection from content that may lower their 
self-esteem, levels of hope, perception of oneself, and general mental health.  

In addition, platforms can utilize the typology to deliver age-appropriate, developmentally 
tailored educational content and resources across all user segments. This can include 
targeted push notifications, concise instructional videos created by the platform or 
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42influencers, and timely reminders about available in-app safety controls. These efforts 
should foster mature decision-making, enhance digital literacy skills, and promote 
personal agency in online actions and interactions. Of course, platforms also must remain 
mindful of teens’ growing need for personal privacy, access, and greater independence.

Striking the right balance is crucial to ensure that protective measures are neither 
overly restrictive for older minors nor too lenient for younger ones. Companies must 
remain agile, adapting their approaches to accommodate industry-wide changes, 
regulatory recommendations, and the naturally evolving capabilities of children over 
time. Said another way, the safety approach of platforms must grow with the child. 
Legislative approaches to youth online safety must encourage and empower platforms 
to continuously refine their safety measures to align with the most current industry-wide, 
academic, societal understanding of online risks and child development, and do so in a 
way that does not create an undue burden.

Social Privacy Settings as Default for Youth 

(Autonomy and Choice, Free Expression and Information Exchange, Security and Privacy)

As reviewed earlier, EU legislative efforts to promote online safety have emphasized 
the need for age-appropriate experiences, transparency, improved reporting, and 
heightened protections from harmful content. We also mentioned that the UK’s Age-
Appropriate Design Code (Children’s Code) is the only piece of legislation in the UK or 
EU that explicitly requires “high” privacy settings by default, while in the US, KOSPA 
requires the “highest” privacy settings by default. In September 2024, Instagram 
launched what they termed “Teen Accounts,” where accounts are automatically set to 
Private for all users under 18. This means that only approved followers can see their 
content and interact with them. Users who are 16 and 17 can adjust this setting to open 
themselves up to broader interactions and visibility, but users who are 13 to 15 can only 
do so with parental permission through Instagram’s Parental Supervision tool. This was 
a unique and notable development in the industry; we expect other platforms to follow 
suit in the near term. 

Blocking, Muting, Filtering, and Reporting  

(Safety and Protection from Harms, Free Expression and Information Exchange)

To address contact risks, almost every platform with interactive functionality provides 
tools to enable users to report, block, and mute others.142-145 Apart from these manual 
controls, developments in AI are helping prevent contact risks. For example, Reddit 
released a new Harassment filter in the Spring of 2024 powered by a new LLM trained 
on flagged content and moderator actions. This can be used in conjunction with their 
Mature Content filter, which uses automation to filter out content that is sexual or violent. 
They also improved their reporting capacity so that individuals can report if specific 
components of another user’s profile violate platform policy. These new iterations upon 
existing safety features are welcomed, and further revisions will be important to provide 
Reddit users with positive experiences continually.
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https://mashable.com/article/reddit-ai-harassment-filter
https://mashable.com/article/reddit-ai-harassment-filter
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“Reporting should be easier, but I get why it’s 
a double-edged sword. It could lead to false 

reports. I’ve seen things online that don’t 
affect me personally, but should be reported. 

The problem is, when I go to the reporting 
section, they make me click through three 

subsections, add a comment, and describe 
exactly why from 0 to 10. At that point, 

I just cancel and move on because 
it’s too much hassle.”

— Male, 16 years old, Spain.  
ThinkYoung Focus Group 2,  

12th of November, 2024.
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Enhanced Parental Controls   

(Safety and Protection from Harms, Security and Privacy, Autonomy and Choice, Free 
Expression and Information Exchange)

The DSA and KOSPA also mandate the provision of better parental controls, while the 
OSA calls for new requirements regarding the terms of service, which need to detail 
how children are to be prevented from encountering primary priority content that is 
harmful to them. Social media platforms have strengthened their safety measures 
in response to this evolving regulatory landscape. For example, Instagram’s “Teen 
Accounts” implementation launched in September 2024 represents a significant shift 
in youth protection. The platform now requires Parental Supervision for users aged 
13 to 15 who wish to modify their privacy settings or request extended screen time 
beyond parent-set limits. This marks a departure from the previous opt-in model, where 
both parent and child could choose whether to enable supervision features. The new 
system makes parental oversight and involvement mandatory for a child to make certain 
account modifications, and is hoped to facilitate more communication and collaboration 
between parents and children when it comes to healthy and positive social media usage.

Instagram’s Teen Accounts provides numerous additional features to support child 
safety and well-being objectives. Parents can monitor which accounts their child 
has DMed in the last seven days (without seeing the contents of any DMs, which are 
protected for privacy reasons), restrict access to the app during certain periods of the 
day or night, and view the topics their teen has chosen to follow. In addition, messaging 
and tagging will be restricted; teens under 18 can only receive DMs from, or be tagged 
or mentioned by, people they already follow. Additionally, time management features 
have been provided; for example, Instagram will send reminders to teens under 18 after 
one hour on the platform, in an effort to encourage them to go do something else. 
A “sleep mode” has been implemented to silence notifications and send automated 
replies to direct messages between 10 p.m. and 7 a.m. (which can be adjusted with 
parental permission) to encourage healthier bedtime habits. Parents will also be notified 
when their teen blocks or reports someone. Finally, teens under 18 will be placed under 
Instagram’s most rigorous content control measures, which means that they will be 
protected from [what Meta has determined as] “sensitive” or mature content on their 
Explore page or in Reels. Relatedly, they will be under the most restrictive version of the 
“Hidden Words” anti-bullying feature, so offensive words and phrases will be filtered out 
of the Instagram comments and DM requests received.

It is arguable that these significant changes were prompted in part by EU and US legislative 
developments. In the summer of 2024, other social media platforms rolled out similar, 
though smaller-scale, protective measures to more optimally protect and support youth 
on their platform. For instance, Snapchat implemented new measures in June 2024 to 
protect teens from potential exploitation. The platform now displays enhanced warning 
notifications when teens receive messages from users outside their mutual friends 
list or from blocked individuals. The system also alerts teens about messages from 
users in regions associated with scam activities. Additionally, Snapchat strengthened 
its blocking tools to prevent circumvention through new accounts and increased the 
frequency of location-sharing setting reminders for its Snap Map feature. In September 
2024, YouTube launched its new supervised experience that enables parents to link 
their accounts with their teens’. This system provides notifications when teens upload 
videos or start live streams, allowing parents to monitor subscriptions, comments, and 
general platform activity. The feature creates a collaborative approach to supervision, 
where both teens and parents maintain mutual control over the experience, with either 
party able to deactivate supervision if needed. Finally, TikTok offered an initial version 
of its Family Pairing system in 2020, but it has been updated periodically to provide 
more features and functionality. It allows parents to link their accounts with their teens’ 
accounts to set daily screen time limits, enable “Restricted Mode” to filter out potentially 
mature videos, control direct messaging permissions, and limit searchable content. 
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Formal Family Onboarding Processes   

(Security and Privacy, Transparency)

Historically, societies have marked the transition from childhood to adulthood with 
various rites of passage, signifying increased responsibilities and privileges. In the 
digital age, allowing teens to use social media platforms has become a modern rite of 
passage that requires careful guidance and preparation. Social media companies need 
to recognize this transition and create a formal “onboarding process” for both parents 
and teens, mirroring the structured approach of traditional coming-of-age rituals. This 
on-boarding process should be comprehensive, interactive, and tailored to both teens 
and parents, ideally through the engaging and convenient medium of short-form video. 
For teens, it should cover essential aspects of platform use, including privacy settings, 
safety features, reporting mechanisms, responsible use, critical thinking skills, and 
digital literacy skills. For parents, the process should provide clear guidance on how to 
use parental controls, monitor activity, and engage in open conversations about online 
behaviour. Scenario-based exercises with questions to answer and considerations to 
ponder should also be a part.

By framing this process as a digital rite of passage, social media companies can emphasize 
the importance of trust, responsibility, and maturity in online interactions. This approach 
enhances safety and promotes a healthier relationship between teens, parents, and 
technology, potentially reducing conflicts and misunderstandings about social media 
use. Just as traditional rites of passage prepare youth for adult roles in society, a digital 
onboarding process can help teens navigate the complexities and nuances of online 
spaces while ideally maintaining the trust of their parents and guardians. Moreover, 
this process should actively encourage, empower, and equip parents to be involved in 
their children’s online lives, providing them with the knowledge and tools to proactively 
safeguard their teens’ digital experiences. By fostering open communication and shared 
understanding between parents and teens about online safety and mature decision-
making, this onboarding process can facilitate a supportive framework for healthy and 
appropriate digital engagement, ensuring that parents remain informed and involved 
partners in their children’s online journey.
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Youth-Specific Controls and Improvements   

(Safety and Protection from Harms, Evidence-based Practices, Security and Privacy)

As yet another improvement, Instagram implemented a “Nudity Protection in DMs” 
feature in April 2024 using on-device machine learning and without requiring Meta to 
have access to users’ nude images unless they are reported. Enabled by default for 
users under 18, this feature automatically blurs images detected as containing nudity 
so that the recipient is not immediately confronted with it. They also receive a message 
encouraging them not to feel pressured to respond, and are provided options to block 
and report as they see fit. For those who send nudes, they receive a message that 
reminds them to be careful sending sensitive images, and an option to unsend them. 

With regard to sextortion prevention, Instagram has developed algorithms to identify 
potential sextortion accounts based on behavioural patterns and prevents these 
accounts from viewing teens’ profiles in follower lists or search results. Additionally, 
Instagram has implemented screenshot and screen recording prevention  where 
recipients of a photo or video in a private Instagram message created with the “view 
once” or “allow replay” feature are not allowed to screenshot or screen record it without 
the sender’s consent. Instagram also hides the “Message” button on teenagers’ profiles 
from potential sextortion accounts (identified through analyses of behaviour, location, 
and historical activity) in an attempt to deter continued communication. 
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As a final example, Snapchat employs sophisticated algorithmic systems to protect users 
from potentially harmful interactions. The platform’s safety architecture, enhanced in June 
2024, uses machine learning to detect suspicious behavioural patterns and automatically 
flags problematic accounts. When these accounts attempt to communicate with young 
users, the system displays prominent warning messages and safety recommendations. 
The platform’s anti-circumvention technology extends beyond simple blocking by 
implementing device-level restrictions by preventing banned users from creating 
new accounts on previously blocked devices. Moreover, Snapchat’s geographic risk 
assessment system automatically restricts friend requests from accounts in regions 
associated with high rates of scamming activity, particularly when these accounts lack 
mutual connections with the target. This multi-layered approach combines behavioural 
analysis, device fingerprinting, and location-based risk assessment to safeguard youth 
on their platform. 

The recent surge in youth safety innovations across social media platforms reflects both 
legislative pressure and growing societal awareness of online risks. The aforementioned 
regulatory efforts have catalysed significant technological advancements in youth 
protection, ones that are needed to keep pace with current and emerging risks to youth 
safety and well-being. Given the dynamic nature of online risks and the constant need 
for evolution in protective measures, ongoing investment in research and development 
of safety technologies remains paramount. Continued proactive innovation that meets 
the current needs of teens and families in the form of easy-to-use, practical tools is 
essential to demonstrating platforms’ genuine commitment to youth safety beyond 
simply regulatory compliance requirements. 

Avoidance of Secondary Victimization    

(Safety and Protection from Harms, Free Expression and Information Exchange, Security 
and Privacy)

From the field of criminal justice stems the concept of secondary victimization, defined 
as “negative social or societal reaction in consequence of the primary victimization and is 
experienced as further violation of legitimate rights or entitlements by the victim”.146 Said 
another way, “following the loss of control that often accompanies criminal victimization, 
victims seek recognition and support, and professional but distant reactions from 
authorities can leave victims feeling rejected and not supported”.147

Generally speaking, if a victim of interpersonal harm has a poor experience with authorities 
who are supposed to respond to their call for help, they feel doubly victimized. Research 
is clear that victims often feel re-violated due to the insensitive or inadequate response 
of those who are supposed to come to their aid, such as when they fail to recognize 
the gravity of the offense or display empathy toward the victim’s experience.148, 149 

Incomplete follow-up or infrequent contact with the victim can also produce high levels 
of uncertainty and a deep lack of trust, which can result in the victim choosing not to 
report any future incidents.147, 150

For some victims, being treated in this way may actually be more harmful than the 
original victimization.151 and can lead to various forms of felt trauma 152 Secondary 
victimization has been correlated with posttraumatic stress symptoms and physical and 
psychological distress.147, 149, 153 In addition, the target’s self-esteem, faith, and trust in 
the system – and society at large – may very well be compromised permanently.151, 152

However, research is also clear that having positive interactions with authorities in charge 
of responding is incredibly important for the victim’s recovery process.147 Remaining 
“in the know” and feeling supported by caring, conscientious responders can reduce 
depressive symptoms and enhance quality of life, while also assisting in healing and 
rebuilding their lives.151 Indeed, the manner in which the victim is treated throughout 
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the process, the amount of control the victim is given, and the extent to which they are 
allowed to participate all greatly influence the victim’s mental and physical well-being. 
Communication is the key; it helps victims feel they are involved, know what to expect 
with the investigation and adjudication of the matter, and take comfort in receiving 
regular updates – which is tied to their feelings of safety.147, 151 

While some social media platforms have used AI and automated methods to provide 
immediate acknowledgement and a subsequent update to those who file reports after 
being targeted or harms, others respond in an incomplete manner, or not at all. We 
acknowledge it is extremely difficult to keep up with the volume of inbound reports, 
and challenging to interpret what is submitted when violations are unclear, context is 
missing, cultural differences are implicates, and/or screenshots and screen recordings 
were not included. Nonetheless, technological solutions in this regard that can provide 
systematic, prompt, and regular updates to those who report must be constructed and 
implemented. Social media companies must – at all costs – keep their users from being 
victimized a second time because they failed to respond to a report of abuse or harm. 
We assert that a 24-hour initial response time for platforms to address user reports of 
harm should be mandated. This does not mean the issue is resolved, but that the report 
has been received and has triggered progress through the verification, investigation, and 
response workflow. While a 24-hour required initial response time may be challenging 
and seems only aspirational, we believe it is eminently achievable. Moreover, the 
speed at which takedowns and formal responses occur is of great importance when 
considering the need to combat misinformation, disinformation, and the viral spread of 
harmful interpersonal content such as targeted harassment and deepfakes. Given the 
uneven experiences of social media users after filing reports, such legislative mandates 
in this area seem appropriate and due.

Age / Maturity Filters     

(Safety and Protection from Harms, Autonomy and Choice, Security and Privacy)

As yet another example to forestall content risks, platforms can use labelling and 
filtering systems to guide users about the nature and suitability of the content, such 
as age ratings, parental controls, or sensitivity screens. These systems can help to 
empower parents and guardians to make informed and responsible choices about the 
content that they or their children can see. Facebook, Instagram, X, and TikTok provide 
word-based filtering tools to implement such constraints.154 TikTok’s content filtering 
system allows users to customize their viewing experience through a simple keyword 
blocking feature. Located in Settings and Privacy under Content Preferences, the “Video 
Keywords” filter prevents specific content from appearing in both the “For You” and 
“Following” feeds. When keywords are added to this filter, TikTok automatically blocks 
any videos containing these terms in their descriptions or stickers, giving users (and 
parents) greater control over the content they encounter. Similarly, Instagram’s Sensitive 
Content Control, Snapchat’s Restrict Sensitive Content, and TikTok’s Restricted Mode 
allow users to control the amount of content they see that may be upsetting, offensive, 
sensitive, or suggestive in their feeds, recommendations, or search results.
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Enhanced Content Moderation      

(Safety and Protection from Harms, Security and Privacy)

Content moderation should be a foundational aspect of platforms’ efforts to address 
child safety. This involves enforcing established policies by removing content or taking 
any other action that is in line with the rules set forth. According to research published by 
the International Centre for Missing and Exploited Children (ICMEC), content moderation 
is the review of user-generated content against platform policies, conducted through 
a combination of human and technology review. Content moderation helps protect 
children online by removing or blocking harmful content, such as cyberbullying, hate 
speech, and inappropriate or sexually explicit material, from online platforms. By doing 
so, content moderation creates a safer online environment for children by reducing 
children’s exposure to harmful content and behaviour. This can also help prevent re-
victimization: by quickly removing known violating content, platforms prevent continued 
harm to children that is present when content continues to circulate across multiple 
platforms. To deep dive into the right content moderation practices for a given platform, 
it is recommended that platforms consult further guidance by ICMEC (including a recent 
Model Framework for Employers of Content Moderators), the TSPA, and other such 
trusted organizations. Specific decisions around use of automation, outsourcing, and 
other aspects of content moderation operations should be made to minimize risk to 
children.
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Fact-Checking, Warning Labels, and Watermarks      

(Safety and Protection from harms, Autonomy and Choice, Evidence-Based Practices)

Social media companies can also use fact-checking and warning labels to flag content 
containing misinformation, such as false or misleading claims about COVID-19, elections, 
vaccines, or synthetic content (e.g., produced by generative AI). To that end, in May 2024, 
TikTok began to tag any AI-generated content with metadata called “Content Credentials” 
– a watermarking technology to help establish provenance and to inform users that what 
they are seeing is not organic. In preparation for the 2024 US elections, Meta applied 
“Made with AI” labels to AI-generated content, and more prominently highlighted  
digitally-altered media that poses a “particularly high risk of materially deceiving the public 
on a matter of importance”.155 Such an approach can help to reduce the exposure and 
impact of harmful or inappropriate content on all users (including youth), and to enhance 
the quality and credibility of the information online.156, 157 Platforms can also pursue 
innovative solutions such as “Community Notes” (on X), where veteran contributors who 
have no previous violations can add helpful context to potentially misleading posts. 
These notes then become visible only after reaching a critical threshold of “helpful” 
ratings from other contributors, and can thereby provide valuable information to others 
as they interpret the truthfulness of posts. Crowdsourced fact-checking will continue to 
evolve and should be considered more often as a method to combat misinformation.
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Partnerships with Third Party Researchers       

(Autonomy and Choice, Evidence-Based Practices, Transparency)

Learning from findings from nationally representative research on youth experiences 
online is critical for both social media platforms and society as a whole. This type of 
research provides valuable insights into the evolving digital landscape and its impact 
on youth, and helps platforms understand trends, potential risks, and opportunities for 
education, interventions, feature development, and other enhancements. To ensure 
objectivity and avoid conflicts of interest, as well as the optics of potential bias and 
influence, it is essential that this research be conducted by independent third-party 
researchers rather than the platforms themselves. This approach not only enhances 
credibility but also allows for a platform-agnostic view of youth experiences while 
avoiding corporate blind spots, selection bias from convenience sampling and anecdotal 
accounts, and a lack of appropriate representation. Regular data collection, conducted 
at least annually, enables the tracking of longitudinal trends and the discovery of novel 
insights related to the prevalence, correlates, and causes of internet attitudes and 
behaviours among youth. 

As one idea, a formalized joint research fund housed within a respected academic 
institution should be set up to create a sustainable ecosystem for rigorous, independent 
research on youth online safety. This fund would operate through mandatory contributions 
from platforms, and its governance would be overseen by an independent review 
committee comprising academic experts and youth advocates while also supported 
by an advisory board representing diverse stakeholders from academia, industry, youth 
organizations, and legal sectors. This structure ensures both scientific rigor and practical 
relevance while maintaining independence from platform influence. Through open calls 
for proposals, the fund would support research grants of varying amounts, with clear 
milestone requirements and accountability measures.

Research priorities would be established through collaborative dialogue between 
regulatory bodies and platforms, with input from academic experts, youth advocates, 
and child safety organizations. This approach ensures that funded research addresses 
both emerging regulatory concerns and practical platform challenges while maintaining 
focus on youth mental health and well-being as the paramount consideration. Annual 
priority-setting meetings would allow for timely adjustments to research focus areas 
based on evolving digital risks, technological developments, and observed patterns in 
online behaviour. Grant recipients would be required to submit regular interim and final 
reports, participate in stakeholder workshops, and publicly disseminate their findings. By 
supporting such independent studies, platforms would demonstrate their commitment 
to data-driven knowledge, transparency, and youth online safety while gaining insights 
to refine their products, services, policies, and programming. 
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Independent Platform Advisory Boards      

(Autonomy and Choice, Evidence-Based Practices)

Many of the social media platforms have established expert advisory boards comprising 
professionals from diverse fields to solicit research- and practice-informed guidance on 
how best to support youth within the products and services they build. For instance, 
Meta’s Oversight Board consists of experts who provide quasi-judicial review of content 
moderation decisions, while Snap’s Safety Advisory Board includes professionals from 
various disciplines including online safety organizations, academia, and mental health. 
TikTok’s Content Advisory Council brings together distinguished experts in technology, 
policy, and health and wellness to inform their content moderation policies. YouTube’s 
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Researcher Access to Anonymized User Data     

(Autonomy and Choice, Evidence-Based Practices)

Related to this, social media companies historically have been reluctant to provide 
researchers with access to user data, citing privacy concerns and potential misuse. 
This aversion was notably intensified following incidents like the Cambridge Analytica 
scandal in 2018, which led to widespread criticism of Facebook’s data-sharing practices 
and resulted in a $5 billion FTC fine. As a result, companies like Meta (formerly Facebook) 
and X (formally Twitter) significantly restricted access to their APIs and user data for 
research purposes, limiting the ability of academics to study online behaviours and 
platform effects. 

However, there are signs that this stance may be shifting, as some companies are 
exploring ways to collaborate with researchers while still protecting the privacy of the 
data. For example, in Fall 2024, Meta partnered with the Center for Open Science (COS) 
on a pilot program to share certain Instagram data with select academic researchers. 
This initiative aims to facilitate studies on the social and emotional health of teens and 
young adults in a privacy-conscious manner. The program employs a “Registered 
Reports” model, where peer review is conducted before data collection and analysis, 
which is intended to promote transparency and reduce potential bias. 

While this represents a step towards greater openness, it is important to view such 
initiatives objectively. The pilot program is limited in scope, and it remains to be seen 
how extensively it will be implemented or expanded. Moreover, the data shared is still 
controlled and filtered by Meta, potentially limiting the breadth of research questions 
that can be addressed through the constrained data access provided. However, this 
endeavour should be applauded and is potentially groundbreaking. It is critical for 
platforms to support this type of research. By helping to facilitate independent studies, 
they demonstrate a commitment to external partnerships and collaborative efforts to solve 
challenging problems, and implicitly agree to increased transparency and accountability. 
More importantly, the insights gained from such research can be incredibly valuable for 
platforms in refining their products, services, policies, and programming. 
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Child Safety Advisory Committee plays a key role in shaping the platform’s services 
that affect young users, especially as it relates to age-appropriate experiences. When 
properly empowered, these expert councils enhance platform legitimacy and safety 
practices by contributing evidence-based guidance, challenging problematic policies, 
and pushing for greater transparency in platform operations. While what platforms 
ultimately do remain their sole discretion, the input of advisory boards attempts to ensure 
that the trust and safety measures implemented are grounded in empirical research and 
child-focused best practices. 

https://www.cos.io/meta
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Assessing Risks through Child Rights Impact Assessments (CRIAs)      

(Safety and Protection from Harms, Free Expression and Information Exchange, 
Evidence-Based Practices)

The UN Guiding Principles on Business and Human Rights (UNGPs) and the Children’s 
Rights and Business Principles (CRBPs) establish a clear responsibility for all companies, 
including social media platforms, to identify and mitigate any adverse human rights 
impacts associated with their operations. This is especially important when it comes 
to children’s rights given their unique vulnerabilities and the long-term implications that 
violations of their rights can have on their development and future. Under the UNGPs and 
CRBPs, a Child Rights Impact Assessment (CRIA) serves as an essential instrument to 
analyse the effectiveness of their current products, services, policies, and procedures in 
addressing various child rights issues as defined in the UNCRC. CRIAs are not currently 
mandated by law, but they should be. By conducting a CRIA, platforms can gauge the 
extent to which each identified child rights concern is adequately managed within their 
existing processes. 

Furthermore, this assessment facilitates the development of a more integrated and 
holistic strategy for safeguarding child rights throughout the organization’s structure 
and activities. This is especially important because research finds that most companies 
perform risk-based assessments but not rights-based assessments. Ultimately, a CRIA 
not only measures and highlights areas of concern but also provides a foundation for 
implementing robust child protection initiatives while also reinforcing a corporate ethos 
of responsibility towards children’s well-being across all organizational contexts.

At the start of a CRIA, platforms must first understand the risks, harms, interventions, 
laws, and research at the intersection of youth online safety and child rights. The authors 
of this report have attempted to provide that backdrop, but it must be acknowledged 
that the digital landscape, legislative backdrop, and the context of youth development 
are continually changing. As such, care must be taken to stay connected and informed 
with the latest developments in these areas. Platforms must also utilize youth councils 
(explained below) and updated internal and external data in order to promote stakeholder 
engagement and properly canter youth in their assessment initiatives. This will ensure 
that the assessment items align with the lived experiences of young people on their 
platforms and will likely uncover previously neglected or unknown areas which merit 
inquiry, attention, and response. 

Major social media companies collect and analyse a vast array of internal data about 
their users, which can be leveraged to inform their efforts to safeguard and support youth 
online. These data points typically include profile information provided upon account 
creation, behaviour metrics like time spent on the platform, content consumption 
patterns, engagement metrics, and usage of various platform features. Social graph 
data can also provide insight into users’ social networks and relationships, including 
the number and demographics of connections, interaction frequency, and participation 
in various group chats or channels. Additionally, platforms have data points related to 
safety-related actions by users, such as blocking, muting, reporting content or users, 
and privacy setting choices. Analysing these data should provide insights into the types 
and rates of harms reported to the platform over time, and how they are distributed 
across different demographic groupings. This analysis can help identify trends in online 
risks and challenges faced by youth users, allowing platforms to develop more targeted 
and effective safety measures. The data can also shed light on the usage rates of existing 
safety controls offered by the platform, which may suggest areas for improvement or the 
development of new safety features. 

All of this said, it is important to recognize that internal data alone offers an incomplete 
picture, as many victimizations and risks are underreported by users to the platform.158-160 
Therefore, it is essential to complement this with external data derived from quantitative 
and qualitative findings by objective third-party researchers conducting nationally 
representative research on youth experiences on the platform. These studies should 
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https://www.ohchr.org/sites/default/files/documents/publications/guidingprinciplesbusinesshr_en.pdf
https://www.unicef.org/media/96136/file/Childrens-Rights-Business-Principles-2012.pdf
https://www.unicef.org/media/96136/file/Childrens-Rights-Business-Principles-2012.pdf
https://www.ohchr.org/en/instruments-mechanisms/instruments/convention-rights-child


52employ a variety of valid and reliable scales developed by social media scholars, as 
documented in the existing literature. As research in this field evolves, new and improved 
measurement instruments specific to online safety issues continue to be developed and 
refined. All research activities must adhere to ethical standards, including voluntary 
participation, obtaining parental consent and child assent, ensuring confidentiality of 
internal data, and maintaining anonymity of external data. Additionally, the language 
used in these research initiatives must be developmentally appropriate, culturally 
specific, and sensitive to the diverse backgrounds of participants.

Finally, platform trust and safety personnel must review all relevant findings to determine 
which risks and harms are most significant in severity, scope of impact across the user 
base, potential for and velocity of growth or virality, frequency of occurrence, and 
potential for long-term psychological or social consequences. The severity of risks and 
harms should be assessed based on their potential impact on individual users and the 
broader community. The scope of impact across the user base helps identify issues 
affecting many users or specific vulnerable groups. The potential for and velocity of 
growth or virality is crucial in understanding how quickly a risk or harm can spread and 
escalate on the platform. Assessing the frequency of occurrence helps trust and safety 
personnel allocate resources accordingly. The potential for long-term psychological 
or social consequences is a critical factor, considering that youth professionals are 
increasingly examining interpersonal harm (offline and online) through a trauma-informed 
lens. That is, they are rightfully viewing and taking into account the lasting negative 
effects of online risks and harms on young users.161 
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Transparency Reports      

(Evidence-Based Practices, Transparency)

Social media platforms regularly publish transparency reports that provide insights into 
their trust and safety efforts. While some variations in the specific metrics are reported, 
many of the key data points overlap across platforms. Common ones include the number 
of policy violations, content removals, account suspensions or terminations, appeals of 
moderation decisions, response times for addressing reports, and the prevalence of 
violating content. They also often provide high-level numbers on government requests 
for user data, content removals due to copyright claims, and measures taken to combat 
spam and fake accounts. Some platforms provide more granular breakdowns of violations 
by category, such as hate speech, harassment, violence, or CSAM content; this should 
be the standard, and others should follow suit and provide similar comprehensive details. 

Transparency reports, while informative, often leave significant gaps in understanding 
youth experiences on social media platforms. Key areas that require further elucidation 
include the encounters that young people have with harmful content, misinformation, 
and manipulated media, as well as their exposure to spam or fake accounts. There 
is also insufficient data regarding user awareness and utilization of reporting tools 
and safety features, their experiences with content moderation decisions, and their 
perceptions of platform responsiveness to reports. More comprehensive data is needed 
on the frequency with which youth encounter content that violates platform policies, 
their reporting behaviours, and satisfaction levels with platform responses to these 
reports. Additionally, understanding overall feelings of safety while using these platforms 
remains crucial yet understudied. To address these knowledge gaps and provide a 
more comprehensive view of user experiences, platforms should consider implementing 
surveys, focus groups, and other mixed-methods research initiatives. These approaches 
can offer valuable insights into the nuanced realities of platform usage and help inform 
more effective safety and moderation strategies.
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The Ability to Reset Recommendation Algorithms  

(Autonomy and Choice, Transparency)

Due to increasing legislative pressure, many platforms are introducing features that allow 
users to reset their algorithms and start fresh. In 2022, TikTok rolled out a feature that 
enables users to adjust their Content Preferences and reset the algorithms influencing 
their For You Page (FYP). In November 2024, Instagram followed suit with a feature 
called “Fresh Start,” which lets users reset their Feed, Explore Page, and Reels. This 
functionality helps users break free from filter bubbles, echo chambers, and the rabbit 
holes of potentially harmful or negative content and encourages exposure to more 
positive, wholesome, and beneficial content. However, controlling one’s recommendation 
algorithms on other platforms is more difficult. YouTube offers a feature where users 
can clear their watch and search history, and adjust their interests within the platform, 
which directly influences the recommended content they see. Facebook also provides 
users options to modify their feeds by unfollowing accounts or pages and hiding specific 
posts, which indirectly influences the recommendations they receive. X (formerly Twitter) 
enables users to manage the list of whom they are following, change their topics of 
interest, and mark some content as “Not Interested,” which informs the platform’s 
algorithms that push content into their feed.

Recent research by Project Rockit,162 based on a sample of over 1,000 young people, 
found that 56% of respondents desired the ability to reset their recommendation 
algorithms. At a minimum, all platforms that rely on algorithms to curate content 
should offer users the option to start anew. Ideally, these platforms should provide 
easily accessible reset options that are user-friendly and come with comprehensive 
walkthroughs. Users should be able to review and adjust various factors influencing 
algorithmic decision-making, such as followed accounts, liked or favourited content, 
advertisement preferences, content category preferences, interaction history, search 
history, and device and app usage patterns. By offering these options, platforms can 
give users greater control over their online experiences, potentially promoting more 
positive and diverse content consumption. This approach would help to enhance the 
user experience by ensuring that recommendation systems are aligned with users’ 
preferences and well-being, rather than reinforcing narrow or harmful content loops.
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Data Deletion and Portability     

(Autonomy and Choice, Transparency)

In recent years, major digital platforms have enhanced user control over personal data 
by introducing features that allow for data deletion and portability. This shift has been 
largely influenced by global privacy regulations, such as the General Data Protection 
Regulation (GDPR) and the California Consumer Privacy Act (CCPA). Users can now 
request the removal of their data from a platform’s servers or obtain a copy of their 
information in a structured format. To access these features, users should navigate to 
the Privacy section of their app settings, where they will find options related to data 
deletion and portability. The specific terminology and processes may vary by platform, 
but the core functionalities remain consistent. These enhancements not only empower 
users but also ensure compliance with legal standards, fostering trust and transparency 
in the management of personal information.
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Behavioural Nudges     

(Evidence-Based Practices)

To address conduct risks, platforms employ behavioural nudges through architectural 
changes and targeted messages to promote prosocial behaviours and community 
norm compliance. In late 2019, Instagram started using a Comment Warning system to 
encourage users to pause, reflect, and edit their words before they shared something 
potentially offensive or hurtful. Relatedly, in 2020, Facebook began to let users know 
when their about-to-be-posted comments or captions were similar to content that had 
been previously reported as abusive. In early 2021, TikTok started to automatically 
detect language that violates their policies and allows users a chance to edit or discard 
their post. In 2020, YouTube reminded users to “keep comments respectful.” They also 
began to use popups to introduce cognitive dissonance and encourage individuals to 
reconsider their comment before it is shared on another person’s post (e.g.  “Would you 
like to reconsider posting this?“).  In 2022, Instagram reminded users to help keep its 
platform “a supportive place.”  Also in 2022, LinkedIn introduced nudges (e.g., “Please 
keep LinkedIn respectful and professional”) to encourage positive behaviour among 
users who had previously posted inappropriate content. In August 2024, Facebook 
launched a new feature that helps creators avoid “Facebook jail” (where their abilities to 
post and interact are greatly limited) by allowing them to take a short educational course 
that reminds them about the rules related to posting inappropriate content. 

Platforms also often can provide nudges about, and links to, Community Guidelines so 
that users are educated about behavioural expectations towards others. Relatedly, apps 
can pre-empt conduct risks by promoting healthier screentime habits. For example, 
prompt reminders on TikTok state, “Break reminders help you feel more mindful and 
balanced on TikTok.”

All of this said, an exploratory research project in 2024 involving 4,000 US adults found 
that nudges within a Facebook-like news feed (called “Mock Social Media Website Tool”) 
did not significantly decrease engagement with hate speech (sharing, commenting, or 
reacting to it), but did increase engagement with harmless and wholesome content.163 

Much more research is required to fully understand the value of nudges, and they may 
prove more effective with youthful populations, on youth-centric platforms, and/or with 
other forms of harm. Overall, these techniques and approaches may have promise in 
motivating and reinforcing users’ prosocial and ethical inclinations towards others.
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Initiatives to Educate Youth and Families      

(Autonomy and Choice, Evidence-Based Practices, Transparency)

Social media platforms play a crucial role in educating and safeguarding youth online, 
extending beyond mere content moderation to active engagement in user education. 
These platforms are uniquely positioned to inform users about potential risks, emerging 
harms, and available safety features through various innovative approaches. By 
developing user-friendly guides, creating short-form videos, and designing interactive 
resources, platforms can effectively communicate complex safety concepts to both 
young users and the adults who support them. These educational materials can cover 
a wide range of topics, from basic online safety practices to more nuanced issues 
like metaverse safety, parental controls, and strategies for engaging in productive 
conversations about digital well-being.

To maximize the impact of these educational efforts, platforms can utilize multiple 
dissemination channels, including dedicated safety centres on their websites, direct 

https://instagram-press.com/blog/2019/07/08/our-commitment-to-lead-the-fight-against-online-bullying/
https://www.pcmag.com/news/youtube-to-remind-users-not-to-be-a-jerk-in-the-comment-sections
https://www.theverge.com/2021/3/10/22322814/tiktok-inappropriate-or-unkind-comments-warning-pop-up-anti-bullying
https://www.theverge.com/2021/3/10/22322814/tiktok-inappropriate-or-unkind-comments-warning-pop-up-anti-bullying
https://www.engadget.com/instagram-blocking-filtering-kindness-reminders-140033308.html
https://techcrunch.com/2024/08/07/facebook-creators-have-a-new-way-to-avoid-jail/
https://techcrunch.com/2024/08/07/facebook-creators-have-a-new-way-to-avoid-jail/
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messaging to users, targeted social media campaigns, and strategic partnerships with 
schools and community organizations. Additionally, hosting and sponsoring community-
wide trainings for parents and educators, either through local events or virtual platforms 
like Zoom, can help address emerging online phenomena related to metaverse risks or 
generative AI harms. Platforms can further support this educational mission by developing 
comprehensive toolkits for families and schools, designed to promote digital citizenship 
and media literacy. These resources might include interactive modules, discussion 
guides, and age-appropriate activities that empower young users to navigate online 
spaces safely and responsibly. By leveraging their technological expertise and extensive 
reach, social media companies can create engaging, accessible content that resonates 
with youth and their caregivers, ultimately fostering a culture of online safety and digital 
well-being. This proactive approach to education positions platforms as partners in 
cultivating responsible digital citizens and building healthier online communities.

Hiring and Building-out Trust and Safety Teams       

(Safety and Protection from Harms, Evidence-Based Practices, Security and Privacy)

AI-driven content moderation has made significant strides in recent years, leveraging 
natural language processing and machine learning to proactively detect and filter out a 
large volume of harmful content. These systems can rapidly scan vast amounts of data, 
identifying patterns and potential violations of community guidelines at a scale impossible 
for human moderators alone. AI moderation tools are particularly effective at detecting 
explicit content, hate speech, and known patterns of abusive behaviour, providing a 
critical first line of defence in protecting youth online. However, human moderation 
remains indispensable in addressing the nuances and contextual complexities that AI 
may struggle with. Human moderators bring critical thinking, cultural understanding, 
and empathy to the moderation process, allowing for more nuanced decision-making 
in ambiguous cases. They play a vital role in reviewing edge cases, handling appeals, 
and fine-tuning AI systems based on evolving trends and user behaviours. Additionally, 
human moderators can identify emerging threats and adapt strategies more quickly 
than automated systems alone. Social media platforms must continue to invest in 
building robust Trust and Safety teams, recognizing that human expertise remains key 
in addressing nuanced content moderation challenges. 

While some smaller platforms may be tempted to outsource content moderation to third-
party providers and reduce their in-house Trust and Safety staff, this approach is actually 
detrimental to platform safety and user experience. Trust and Safety personnel play an 
irreplaceable role that extends far beyond overseeing and complementing automated 
moderation systems. These professionals are instrumental in developing comprehensive 
platform policies and community standards that reflect the unique needs and values 
of the platform. They ensure compliance with an ever-evolving landscape of global 
regulations, which is particularly critical in today’s complex digital environment. Trust 
and Safety personnel are also at the forefront of addressing sophisticated challenges 
such as bot activity, web scraping, misinformation and disinformation campaigns, and 
fraud detection. Moreover, they handle the nuanced task of managing user reports 
and appeals, requiring a deep understanding of context and platform-specific issues 
that automated systems do not have. Perhaps most importantly, these teams are 
responsible for devising and implementing various risk and harm mitigation strategies, 
anticipating potential issues before they escalate into major problems. By undervaluing 
the multifaceted role of Trust and Safety personnel, platforms risk compromising not 
only their users’ safety but also their long-term sustainability and reputation especially 
given the level of scrutiny they will increasingly be under from regulators and other 
stakeholders.
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Youth Safety Councils      

(Autonomy and Choice, Free Expression and Information Exchange)

Several major social media and gaming platforms, including Snap, TikTok, and Roblox, 
have established Youth Councils to engage directly with their young users and gain 
insights into their experiences, concerns, and ideas for improving online safety and 
well-being. These initiatives aim to empower youth voices in shaping platform policies, 
features, and safety measures. Roblox’s Teen Council, for instance, brings together 
14- to 17-year-olds to serve as advocates for digital well-being and advisers on civility. 
TikTok and Snap have implemented similar programs, collaborating with organizations 
like the Digital Wellness Lab at Boston Children’s Hospital to create youth advisory 
boards. These councils provide platforms with valuable first-hand perspectives on how 
young users interact with their services, helping to inform more effective and relevant 
safety features and policies. 

Studies have shown that including youth in decision-making processes can lead to more 
responsive policies and stronger partnerships between young people and decision-
makers.164, 165 Additionally, participation in these councils can benefit the youth members 
themselves, improving their confidence, self-esteem, and sense of purpose, while also 
developing valuable skills in leadership, public speaking, and policy development. By 
actively involving young users in the process of creating safer online environments, 
platforms not only gain essential insights into the lived experiences of young users 
of their services, but also foster a sense of ownership, proactive involvement, and 
responsibility among their youth communities. Ideally, this further empowers them to 
become ambassadors for online safety and security within their peer groups – which can 
inspire and influence many others beyond the youth council itself. 

Generally speaking, UNICEF’s 2024 Report on CRIAs in the digital environment revealed 
that companies are eager to engage with children but face challenges in doing so 
effectively.166   Even though some companies utilize youth councils and perform qualitative 
interviews and focus groups, these methods often lack comprehensive geographic 
and age-group representation. This hinders the ability of platforms to gather insights 
relevant to all child users of their services. Resource constraints and time pressures 
further complicate efforts to conduct meaningful consultations with children across 
diverse user bases. This can be remedied through consultation and partnerships with 
external researchers in the field who can create appropriate study samples marked by 
demographic diversity, geographic representation, and developmental appropriateness. 

E
M

P
O

W
E

R
IN

G
 A

N
D

 P
R

O
T

E
C

T
IN

G
 E

U
R

O
P

E
A

N
 Y

O
U

T
H

 O
N

LI
N

E
   

|  
 F

E
B

R
U

A
R

Y
 2

02
5 

  |
   

A
P

P
E

N
D

IX
 B

Cross-Industry Signal Sharing       

(Safety and Protection from Harms, Evidence-Based Practices, Security and Privacy)

Social media platforms have traditionally operated in silos, in part due to an effort 
to guard their proprietary information, data, and approaches to content moderation. 
This protective stance is rooted in the highly competitive nature of the tech industry, 
where unique algorithms, user engagement strategies, and content policies are seen 
as key differentiators. Companies may view their Trust and Safety practices as trade 
secrets, and fear that sharing too much information could give competitors an edge 
or expose vulnerabilities in their systems that can be exploited or circumvented. 
While understandable from a business perspective, this approach may hamper the 
development of industry-wide best practices for addressing online harms.

The reality is that all social media platforms share a common goal: to keep certain 
types of harmful content off their platforms. Moreover, some collaborative efforts have 



57been in place for years. One of the most prominent tools in the fight against CSEA and 
CSAM is PhotoDNA, developed by Microsoft and widely adopted across the industry. 
PhotoDNA creates a unique digital signature (hash) of images, allowing platforms to 
detect and disrupt the dissemination of known CSAM by comparing uploaded content 
against a database of previously identified materials. Many companies also participate in 
initiatives like Project Lantern, which enables the sharing of information about activities 
and accounts violating policies against online child sexual exploitation and abuse. These 
existing collaborations have shown the value of cross-industry approaches in tackling 
such serious issues. Most recently, there is a new development in this space. Thrive, a 
cross-industry signal-sharing program led by The Mental Health Coalition, was launched 
in September 2024 and brings together major tech companies like Meta, Snap, and 
TikTok to collaborate on combating the spread of suicide and self-harm content.167 

(MHC, 2024). By sharing signals about content that violates their respective policies, 
participating platforms can more effectively identify and address harmful material across 
various social media ecosystems, thereby reducing the risk of such content slipping 
through the cracks and harming minors. 

The potential of Thrive in mitigating the propagation of suicide and self-harm content 
can as a template for tackling other forms of online harm. For instance, a signal-sharing 
program can be built to address issues such as sexually explicit deepfakes, hate 
speech, school shooting threats, and other clearly problematic content that spreads 
across multiple platforms. Moreover, this collaborative approach can extend beyond 
content moderation. Tools for data anonymization, virtual data rooms, and automated 
governance monitoring can help address concerns about revealing sensitive information 
or intellectual property while facilitating valuable collaboration. These technologies are 
making it easier and safer for companies to build trust and share knowledge to tackle 
thorny problems in youth online safety that they cannot solve alone.
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